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Preface

Thermal analysis is often omitted in practical research and industrial applications
due to its secondary importance, hoping that heat will find its way in or out while
the equipment is fully functional. The market pull is cruel, there are strict deadlines
which usually does not allow a few extra days and engineer hours to spend.
Therefore, thermal engineers are rarely employed in small companies who actually
have serious thermal problems, leading to significant losses. In most cases, this
viewpoint is initially viable and safe. The reliable operation will be guaranteed if
enough tests were performed with the equipment. Nevertheless, malfunctions,
crashes, and other events are often originated from thermal problems, and they
come up after weeks, months, or years of use. The principal aim of the present book
is providing practical tools for solving thermal problems at all levels from the
beginner to the researcher. It is always better to have a rough estimate in a paper
(yes, even today, papers help a lot in solving complex problems to have a good
overview from a distance of our eyes) than entirely omitting thermal evaluations
since one does not have the background or confidence in using the state-of-the-art
calculation tools.

Solving thermal problems require abstract thinking since a small temperature
difference does not hurt during testing, does not have color, odor, direction, and
others. Furthermore, the time scale of thermal problems is usually exceeded that of
chemical, fluid dynamical, and mechanical problems of the same physical size by
orders of magnitude. Therefore, old churches and castles with thick walls vary their
inside temperature marginally over the year while a tree trunk floating on a river
may travel kilometers in an hour. Instead of digging deep into the modern methods
which might be obsolete in few years or a decade, the main focus of this book is on
discussing the necessary viewpoint to solve thermal problems, emphasizing the
state-of-the-art challenges what should be solved for reliable operation or estima-
tion, and modernly, ensure smart energy use. This latter criterion became standard
since the beginning of the century; however, most of our current buildings,
machines were designed earlier when these requirements were secondary, calling
for a different design philosophy.

vii
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This book is divided into six chapters which are loosely connected but represent
different tools for solving thermal problems. Chapter 1 is focusing on the general
approach of thermal problems, which is recommended to start with for beginners
and industrial engineers. It discusses the fundamental concepts of a thermal system,
including boundaries, and basic calculation methods for estimating the thermal
behavior.

Chapter 2 is the summary of the governing equations of heat conduction to
provide a framework of advanced modeling. It gives a brief overview of the
mathematical structure of particular models, including heat conduction, fluid
mechanics, diffusion and mechanics, situating them onto the same thermodynamic
ground. It mostly uses the approach of Classical Irreversible Thermodynamics but
also presents its possible extensions.

Chapter 3 is focusing on thermal problems in energy engineering through
several examples, concentrating on renewable technologies. To minimize our
ecological footprint, we need efficient machines for a given purpose. However, the
losses are often realized as heat transfer or dissipation to the ambient. As our
present machines which we use today will likely remain in service for decades, their
retrofit for efficient use of thermal energy is the problem of the present to solve.
Hence, besides solar and wind applications, combustion is also discussed regardless
that is unpopular in the media.

The space industry has exploded since the introduction of private companies in
the past decade with viable plans to make commercial use of space resources.
Hence, Chap. 4 is dedicated to discussing the thermal balance and its challenges in
space. Nevertheless, most of the content can be directly applied to vacuum appli-
cations on Earth as well.

Chapter 5 focuses on the experimental proofs of non-Fourier thermal conduc-
tion. That is, it includes low and room temperature measurements in which various
phenomena are observed, such as second sound and ballistic propagation. It was
initially measured in cryogenic conditions, which is usually far from applications.
Nevertheless, the non-Fourier behavior was proven to be present even in room
temperature under unsteady conditions, requiring heterogeneous materials or
nano-sized objects. Typically, composites and layered structures from distinct
materials fall into this category. Since the appearance of the non-Fourier behavior
depends on the particular length and time scales, one should be aware of these, and
that advanced thermal conduction models exist which are likely to appear in
commercial simulation software codes in the near future.

Numerical methods are discussed in Chap. 6, focusing on the implementation of
boundary conditions both from numerical and analytical aspects. Furthermore, a
particular way of error estimation is demonstrated on a conservative system which
makes apparent how easy to obtain stable, but unphysical solutions. It affects all
software. The relevance of this chapter is that simulation modules are available in a
rapidly increasing number of engineering software. It is often a few clicks on a 3D
drawing to get a thermal analysis with a convergent result. However, the user must
be aware that the model always remains an estimate of the real process. Therefore,
careful validation and method analysis are required prior to making any decision

viii Preface
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based on a colorful result to avoid spectacular mechanical, thermal, and financial
failures.

The problems which we feel in our skin range from the size of our planet down
to the nano-size scale in the semiconductor industry where the continuum-based
physics is still applicable. Consequently, understanding the governing logic and
using the appropriate mathematical tools allow us to build a versatile knowledge
independent of the given application and available software in the market.

Wishing you joy and persistence in your life and career,

Budapest, Hungary Viktor Józsa
Róbert Kovács

Preface ix
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Chapter 1
The Way of Problem Solving in Thermal
Engineering

1 The Toolbox

Everyone wants to solve the problems in less time and be more productive. This is
especially true for engineers who always keen to find the next challenge and hav-
ing low motivation when they have to return to the same problem multiple times.
Consequently, the only solution to minimize the overall effort is following a precise
step-by-step procedure and making notes and documentation of the solved problem.
This is the backbone of clear and effective work. To detail this way of thinking, a
proposed framework is discussed in the first section. As it is practice-oriented, the
content is supported by tips and practical explanations instead of literature references.
The last section discusses data uncertainty. To evaluate a measurement, it is manda-
tory to know the uncertainty of the used devices, i.e., they have to be calibrated. Since
the uncertainty of a derived quantity is highly important in model validation, the cal-
culation procedure is briefly discussed, also taking correlated quantities into account.
Hence, this knowledge is useful for both experimental and simulation engineers.

2 The Steps of Problem Solving

When one launches a numerical program to solve a thermal problem, a lot has been
decided before with good reason. It is the determination of the thermal system and
its connection to the ambient, i.e., the general behavior of the boundary conditions.
To get rid of the limited capabilities and streamlined procedures of computer codes,
grab a piece of paper, and start freely. The steps are the following, using the list of
Struchtrup [1], and extending the points with personal experience on solving various
industrial problems.

1. List the problems to be solved! If the questions are not crystal clear at the
beginning, it is possible that another evaluation or a completely new model or
approachwill be necessary later on, after the contract has been signed. In addition,

© Springer Nature Switzerland AG 2020
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2 1 The Way of Problem Solving in Thermal Engineering

list what will not be covered in the work. Make notes of meetings and share with
the partners to let everyone know what is exactly the problem to be solved and
how the work progresses.

2. Knowwell the purpose of your system. Theory often needs to be supplemented
by practical information about the habits of system use. Hence, arrange a few
hours to talk with the operators to understand their problems. The leader, who
asks your help, usually know a little about them. To answer not only the asked
but the hidden questions as well for overwhelming success, you have to know
both the theory-related and the operation-originated issues.

3. System identification. If the system is too complex to handle at once, you can
break it down to subsystems. This is the first step in problem solving. Due to its
highlighted role, Sect. 2.1 details it through an example of a solar collector.

4. Note the limitations. Example questions: Is there a temperature which is not
allowed since the used material will melt? What is the maximum allowed pres-
sure? Is the selected material weatherproof (for outdoor applications)? Is it pos-
sible that small animals will damage the equipment? For instance, birds love
building nests from thermal blankets. This cannot be calculated from any differ-
ential equation.

5. Summarize the variables tobe calculated.Compare their number to the number
of equations for checking the match. This is a typical step which is often over-
looked. The partner doesn’t understand the problem and doesn’t provide enough
details, but it is expected that you can calculate it in a commercial numerical
code because it is expensive. This is the point where you have to stand up and
show the problem solving process up to this point, and show what else is needed
to make the problem solvable.

6. Prepare the framework. Draw the geometry, define the boundary conditions
and the set of equations to solve. Chapters 2 and 6 provide deep details on this
procedure to summarize the mathematical model. However, it is advised to do all
the steps in a paper/spreadsheet at first, only then turn to numerical software if
necessary. Add the physical effects step-by-step, e.g., start with thermal conduc-
tion and convection at first in a steady case, only then add radiation and perform
unsteady calculations. Brief details on models are summarized in Sect. 2.2.

7. Perform the calculations. If the model is complex, always go step-by-step to
allow checks that everything is working well. It is always hard to find the error
when a complex physical behavior is analyzed. If the physical model is working,
only then scale the problem up, i.e., use large mesh size on a server, utilizing
hundreds/thousands of cores.

8. Evaluation. Evaluate the whole system and its parts. If complex simulations
were performed, check their match with an analytical estimation. Do the results
make sense? Is the system work properly? If the task is a design, optimize the
system performance to minimize the losses.

9. Is it the best solution? Is the analyzed system appropriate for the task? Are
there better solutions on the market which are comparable in price while having
a better performance?
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+1 Write comments to remind yourself. It is rather common that you need to
revisit your calculations/software code after a week, a month, or a few years.
These notes will be invaluable at such times.

2.1 The Thermal System

According to the third step of problem solving, system identification, the boundaries
of the thermal system has to be determined, considering thermal, contacts to the
ambient. The universe—with unknown boundaries—is too large and complex to
make simulations on it. Therefore, a reasonable-sized control volume should be
considered initiallywhich encompasses thewhole system to be analyzed. The control
volumemay vary its shape, size, or move over time if it makes the calculations easier.
Always perform the possible simplifications since not only the calculation time will
be lower either on paper or on a computer, but error searching will also benefit from
this.

After these ‘how to’ advices, the general considerations are qualitatively shown
through an example of a solar collector, shown in Fig. 1. Note that only key heat
transfer processes are presented here. For a complete list with a solution by using a
thermal network method, see Sect. 2.3 of Chap. 3.

Incident
radiation

Reflectred
radiation

Emitted
radiation

Transmitted
radiation

Convection

Conduction

Cool water in

Glass cover

Absorber plate

Frames

Collector case

Warm water out

The thermal system

Absorbed
radiation

Fig. 1 The identification of the thermal system in the case of a solar collector
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Fig. 2 Comparison of the heat flux by thermal convection and radiation. Tambient = 20 ◦C, heat
transfer coefficient is 10 W/(m2·K), and the view factor and the emissivity are both unity

Initially, the thermal contacts between the ambient and the system need to be
determined. Inmost cases, it is the appropriate consideration of thermal conductivity,
heat transfer, and thermal radiation. The theory and the equations for the first two
processes can be found in Chap.2, while thermal radiation is discussed in Chap.4.

In the present case, thermal radiation is the dominant heat transfer way how a
solar collector receives heat. Even though the radiation from the Sun to the surface
of the collector is obvious, radiation plays a non-negligible role in heat transfer. It is
illustrated in Fig. 2 for a sample condition which can occur in the open atmosphere,
therefore, automatic rejection of thermal radiation, referring to the ‘small’ temper-
ature differences, may cause a notable bias in the results. Note that radiation scales
with T 4 while convection scales only with T . In addition, convection is assumed
here as a constant value, however, it usually increases slightly with T .

Heat transfer should be considered everywhere when a solid is surrounded by
a fluid that can be either a gaseous or a liquid medium. Heat transfer coefficient is
usually estimatedbyusing experiment-based literature data. Themost comprehensive
book is referred here to provide a solid starting point, which is theVDIHeat Atlas [2].

The calculation of thermal conduction is the easiest from the three heat propa-
gation ways if the thermal conductivity of the material is fully known, and the case
can be assumed as steady. Under these conditions, Fourier’s law can be used. For
unsteady cases at small time scales, non-Fourier analysis is necessary, discussed in
Chap.5.

The boundaries of the thermal system also facilitate checking the calculations.
The thermal balance of inlet and outlet heat flows should give zero if the case is
steady and there is no inner sink or source. If the system is divided into subsystems
or a numerical code is used, the contacts between bodies have to be analyzed. Instead
of automatically neglecting certain thermal contacts, calculate them first and make
notes on it to know its extent in the heat balance compared to other terms. When a
manual procedure is chosen, the direction of the heat flow has to be assumed first, and
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the sign of the result will automatically correct it if necessary. Instead of guessing the
actual heat flow direction, be consequent and use the same convention for all parts
when calculating heat transport since if heat is transferred from one body to another,
the sum has to be zero.

2.2 Thermal Models

All practical devices feature several elements which were designed to provide
mechanical support, make manufacturing and assembly easier, ensure safer oper-
ation, or reduce costs. Hence, it is the first task to analyze the geometry and remove
the thermally irrelevant parts. There is no general recipe since bolts and nuts are
often omitted, however, when a thermal blanket or a shield is fixed with such a part,
the heat transport through it will be considerable, hence, omitting it here will surely
lead to biased results. Instead of promptly jumping into model simplification, it is
advised to perform overall calculations to understand the system better, following
the first item of the below list.

• Concentrated parameter modeling. It can be solved in a paper or by using a spread-
sheet in more complex systems. The result is an overall energy balance which can
be used for reference, preliminary design, or concept evaluation. For a faster solu-
tion, usually steady conditions are considered. Since this model requires the least
effort, it is highly advised to perform this analysis—the higher the complexity, the
higher the value of these calculations.

• Thermal network analysis. By using the key bodies, heat transport between each
part and their ambient is calculated, similarly to the free body diagram in mechan-
ics [3–5]. Since the subcomponents are concentrated parametermodels, its concept
is similar to the simplest variant discussed above where the calculations are per-
formed for only one body. The solution of this system most probably requires a
computer program which can be either a commercial code or a self-written one.
The set of equations to solve can easily exceed the quantity which can be handled
in paper and may require inner iteration cycles. The advantage of such models is
that up to a few tens of bodies is that the solution takes typically a few seconds.
This approach is excellent for design optimization [6–8] where a few thousand
runs might be necessary. Another reason is parameter identification [9–11] for an
advanced control system where online operation and actuation is desired [12–14].
If the product to be checked exists, the design is complete, or the detailed behavior
of the system is interesting, not its overall characteristics, this type of analysis is
omitted in favor of advanced numerical methods which are discussed next.

• Finite element/volume method (FEM/FVM) analysis represent the state-of-the-
art in engineering problem solving. The result shows the detailed behavior in
an extent which is usually not accessible by measurements. The software codes
are highly generalized, and the use is streamlined. The leading programs feature
external connection capabilities which allow scripting and data transfer between
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various software. The commercial software usually comes with technical support
and have a good theory and user guides while it takes significantly more time to
learn open source systems as they typically don’t feature these;mostly forums exist.
Before choosing FEM/FVM software at a corporation, financial analysis should be
performed. Beyond the price of the license, the salary of highly qualified engineers
who can appropriately operate it, and the price of a computational infrastructure
must be available as well. When two companies compete for a project with one
using commercial codes and the other using open-source software, the difference
in the offer is mostly ∼10−20% in favor of the open source variant. Nevertheless,
equivalent solutions can be obtained by using either commercial or open-source
software [15, 16].

Either model is about to be applied from the list above, it will be a simplification
of reality and require validation, using measurement data of the given or a similar
device. The uncertainty, detailed in Sect. 3, should always be considered. When a
calculation is complete, the question is the correlation between the model and the
real operation. As a last tip for thermal calculations do not afraid of using simple
techniques instead of complex software which provide colorful results. Error iden-
tification and recalculation always require less effort in the case of simple models.
Nevertheless, when the problem really demands FEM/FVM, use it with confidence
as a part of the above-mentioned list of problem solving.

3 Data Uncertainty

In thermal engineering, the goal is to predict or reproduce a thermal behavior of a
device, material, or a structure. Therefore, the set of equations necessarily contain
material properties (e.g., thermal conductivity, kinematic viscosity, and specific heat)
and state variables (e.g., pressure, temperature, and enthalpy). Even if the physical
models would be 100% accurate, the measured quantities which are used for the
calculation always burdened by uncertainty, therefore, the result cannot be more
certain than that. Through an example of a turbocharger, uncertainty determination
is presented by Olmeda et al. [17].

Carstens et al. [18] provide a comprehensive review of the uncertainty of various
sensors used in energy. Beyond the scientific relevance, the uncertainty of gas, water,
electricity, fuel meters, scales, etc. are strictly regulated in all countries to protect the
customers [19, 20]. The specific heat capacity can be measured within a few percent
uncertainty for solid materials [21, 22] and complex liquids like nanofluids [23, 24]
as well. Since thermal properties, like thermal conductivity, are often required in
chemical engineering, it is usually published in a parameter range which exceeds
typical engineering use [25]. The available measurement techniques for thermal
conductivity is reviewed by Palacio et al. [26]. Overall, this property can usually be
measured also within a few percent uncertainty [27, 28]. Even density measurements
are burdened with a similar few percent uncertainty, however, careful techniques
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could give a result well below 1% [29]. As a general conclusion from the references
above, if the material is given, its thermal properties can be measured within a few
percent uncertainty. However, when a building has to be designed for various weather
conditions [30], the overall uncertainty will be extremely high due to the weather
conditions to be considered. Nevertheless, the problem has to be solved.

3.1 Calibration

Selecting the appropriate measurement device for an application in thermal engi-
neering is always a struggle when it is not a standard product like thermometers
or pressure transmitters. The price range is usually high which correlates with the
measurement range and accuracy of the device. Above a certain market value, a cal-
ibration sheet also comes with the device which means that it is tested to a standard
quantity in few or several points. This is a form of quality control which is advised for
all measurements. Obviously, the effort required for calibration is directly charged
to the final price of the device. Note that calibration should be repeated regularly.
Depending on the environment and device use, the interval can spread from multiple
times a day to once per year. Therefore, it is often impractical to ask the vendor every
time to do it for you.

If a device comes without factory calibration, information on accuracy is usually
given. It can be a few percents of its full-scale limitation, its reading, or a given
quantity. Even though these values do not seem high at first glance, if the quantity to
be calculated relies on three-four of thesemeasurement results, the final accuracywill
easily exceed 10–15% that is often excessive.Hence, the demand for calibration rises.
On the other hand, when a device arrives with a factory calibration sheet, it does not
necessarily match the operating range of the application, or simply the environment
will be different. As an example, a flowmeter which was calibrated with water needs
recalibration when used with rapeseed oil due to the largely different fluid properties.
It is improbable that the manufacturer can be asked to use an alternative liquid for
this procedure. Hence, a knowledge on calibration is always useful to have reliable
measurement data. A practice-oriented review on the calibration of various industrial
sensors can be found in Ref. [31]. The procedure for various cases with practical
advices was summarized by Taylor and Oppermann [32]. See Ref. [33] for theMonte
Carlo Method, Ref. [34] for nonlinear sensors, and Ref. [35] for an overview on
calibration and uncertainty. In the followings, the calibration procedure is presented
for a K-type thermocouple, assuming a normal distribution of the samples, hence,
the Student’s t-distribution can be used.

The calibration procedure starts with setting up a calibrator which will provide the
well-controlled quantities to be measured by a sensor. Then several individual points
are set and the sensor data are recorded. Depending on the sensor type, ramping
up and down might be useful to account hysteresis. The selection of measurement
points can be made linearly for linear sensors. Note that an excessive calibration
range will lead to higher uncertainty, therefore, it is advised to calibrate only for the
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range of use. Upon completing the measurement, the evaluation procedure starts.
The first step in the present case is fitting a line to the data which approximates the
real behavior:

U = a · T + b ≈ Ufit = α · T + β, (1)

whereU is the measured electric voltage caused by the Seebeck effect, T is the tem-
perature, and parameters a and b are approximated by α and β. These are calculated
by Eqs. 2 and 3, respectively:

α =
∑

j U j · (
Tj − T̄

)

∑
j

(
Tj − T̄

) , (2)

β = Ū − α · T̄ , (3)

where overbar means the mean value.
Then the confidence interval is calculated. Firstly, the residual standard deviation

is determined for n − 2 degrees of freedom, where n is the total number of samples:

σ2
res = 1

n − 2

∑

j

(
Uj − α · Tj − β

)2
. (4)

The standard deviation of Ufit at the j th point:

σ2
fit,j = σ2

res

n
+ σ2

res ·
(
Tj − T̄

)2

∑
j

(
Tj − T̄

)2 . (5)

Lastly, the inverse of the Student’s t-distribution, λst , is determined, using a lookup
table. Its input parameters are the probability and the degree of freedom, which is
n − 1 here. Hence, the confidence interval can be calculated as:

γ j = λst · σfit,j, (6)

substituting γ j into the fitted equation:

Uconf ,j = α · Tj + β ± γ j . (7)

Figure 3 shows the result of the calibration procedure. Confidence intervals were
calculated for 95% probability, and their values were multiplied by 50 for better
visibility. Without this, the three curves would overlap each other which is otherwise
desired. During measurements, the inverse of the calibration diagram is used since
the temperature has to be calculated by using the measured voltage.
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°

Umeas Uconf,– Uconf,+

Fig. 3 Results of calibration with confidence intervals multiplied by 50

Fig. 4 Comparison of the result of calibration with the thermocouple uncertainty standard

Since K-type thermocouples have a standard accuracy of max(2.2 ◦C, 0.75%) at
1 · σ—note that the latter limitation is understood as 0.75% of the temperature in ◦C,
not in K—, the calibration results can be compared to this limitation. The result is
shown in Fig. 4 at 2 · σ. Note that the deviation from the standard values originated
from all uncertainties present in themeasurement loop, including the data acquisition
system, not only from the thermocouple itself.

3.2 Uncertainty Estimation

The classical way of uncertainty estimation is the use of the Taylor Series Method
(TSM). However, in 2008, the Guideline for the expression of Uncertainty in
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Measurement (GUM) was amended by the Monte Carlo Method (MCM) as an addi-
tional accepted way of uncertainty estimation [18, 36]. Both methods assume that
there is a data reduction equation (DRE):

r = r (x1, ..., xn) , (8)

where xi is the i th measured quantity to be used in DRE. However, the measurement
of xi is burdened by systematic and random errors, as follows:

xi,meas = xi,real + βxi + εxi , (9)

where subscripts meas and real means the measured and the real value of quantity xi .
β is the systematic error while ε is the random error. Since the errors are understood
as random variables, xi,meas will also be a random variable. According to the Central
Limit Theorem, if several, not necessarily normal Probability Distribution Functions
(PDF) are summed together, the resulting PDFwill approach the normal distribution.
Since a quantity that a sensor measures is often the result of several phenomena, the
PDF of the measured quantity will likely show a normal distribution. This is the
reason why normal distribution is emphasized in measurement technology. When
uncertainty is mentioned, it usually refers to 1 · σ, where σ is the standard deviation
of the normal distribution, meaning that the quantity is certain within 68% level of
significance. In engineering practice, 2 · σ, i.e., 95.4% level of significance, is gener-
ally desiredwhich is also recommended byGUM [36]. However, critical applications
and precise sensing might require more. For instance, 5 · σ is a standard value in par-
ticle physics to consider a measurement significant. In addition, the experiment has
to be validated by an independent institution to accept and use the result in model
development.

In TSM, r is approximated by its Taylor Series up to the first order around rreal.
The measurement uncertainty is understood in practice as the standard deviation of
δr = rmeas − rreal multiplied a number, according to the desired level of significance.

σδr =
√
√
√
√

∑

i, j

[
∂r

∂xi
· ∂r

∂x j
· σxi · σx j · corr (xi , x j

)
]

, (10)

where corr ∈ [−1, 1] is the correlation between two quantities. If the measurement
of all quantities is independent of each other, Eq. 10 simplifies into the most widely
used expression in engineering for uncertainty estimation, Eq. 11:

σδr =
√
√
√
√

∑

i

(
∂r

∂xi
· σxi

)2

. (11)

Conclusions from Eqs. 10 and 11:
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• If all the measured quantities are independent of each other, i.e., corr
(
xi , x j

) = 0
when i �= j , the resulting uncertainty will always increase if more quantities are
considered in r .

• Neglecting corr
(
xi , x j

)
is not a safe approximation. Since both this quantity and

themultiplication of themixed partial derivatives can be either positive or negative,
these terms may lead to either increased or decreased uncertainty.

• Awareness of the corr
(
xi , x j

)
term can be used to lower the measurement uncer-

tainty. For instance, when the temperature difference is measured, and the two
thermometers were calibrated against the same reference thermometer together,
the uncertainty of the measurement can be reduced into a fraction of the uncer-
tainty of either thermometer, including the reference thermometer as well. See
Example 6-2.4 in Ref. [36] for details.

In MCM, the simplifications made in TSM can be omitted. The DRE is directly
used, putting Eq. 9 into Eq. 8. Here, all systematic and random errors as random
variables needs to be fully known. The algorithm is the following.

1. Put all guessed xi,real and all random variables into the DRE.
2. Put a randomly chosen variable from systematic and random error PDFs into the

DRE M times which should be high enough that usually means thousands or even
more.

3. The calculated DRE values form a random variable which can be directly used
for uncertainty estimation.

The above procedure is straightforward for uncorrelated variables. If corr
(
xi , x j

)

�= 0 when i �= j , and all the PDFs are normal, Cholesky transformation of the corre-
lation matrix will reveal the parameter dependence, and the calculation will become
matrix algebra. For non-normal distributions, copulas [37] are recommended to use
for randomly drawing the samples since σxi · σx j · corr (xi , x j

)
will not work. Prac-

tical details with examples can be found in Ref. [38].

3.3 What to Do Without Proper Material or Measurement
Data or Known Thermal Conditions?

In the classroom, thermal problems are always introduced with given material prop-
ertieswith zero uncertainty, and the case to be solved contains isotropicmaterials. For
steady-state analysis, only the thermal conductivity of the material is the necessary
property, which is a single value. In transient cases, specific heat capacity and density
are extra parameters. In reality, if the metal is not structural steel or aluminum, and
the fluid is not water or air, the struggle comes how to get proper data that is quite
usual in thermal engineering. With more guessing, the result of the model will be
less certain, if usable in any extent. Note that polymers often show a different behav-
ior, even when the material type is identical, e.g., due to one is in amorphous form
while the other has a crystal structure or a combination of the two forms. Material
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properties are typical parameters that an engineer learns through his/her career and
will be able to give excellent guesses after several years of experience.

This is the point when the thermal engineer must consult the situation with the
leaders and find the best strategy to solve the issue. The available solutions are the
following in order, summing the required effort and solution cost together.

1. Searching for the missing data in free online databases, like National Institute
of Standards and Technology [39], Dortmund Data Bank [40], and Engineering
ToolBox [41]. This last source is also rich in illustrations, features calculators,
and several practical tools to support everyday engineering work.

2. Purchasing entry to online databases. This requires attention since it is not guar-
anteed that you really get the material data what you are looking for. In addition,
several databases exist which actually only mirror data from free databases while
asking money for access. Therefore, a guarantee is necessary in advance to avoid
inconvenient situations.

3. If the material of interest is missing from a database, properties of a similar
material can be used for estimations. However, this decision must be revisited
later on.

4. When properties of liquids or gases are missing, it is sure that there are estimat-
ing methods developed several decades ago by principally chemical engineers.
Reference [42] provides an overview of these methods. Be careful with these
estimations since they might bear an undesired deviation [43].

5. Ask a thermal lab to perform the necessarymeasurements for you.At first, it seems
a waste of money, however, they are experts in their field, and they surely consider
all notable conditions that might bias the measurement results of a homemade
experiment.

6. Perform measurements on your own by using samples. Since thermometers are
among the cheapest sensors, itmight feel easy to do themeasurements by yourself.
Then the realizationwill come that avoiding all biasing effects is rather hard. Even
more, without calibration, you can only believe that the purchased sensors show
the right value.

7. If the final product or a prototype exists, perform measurements on that and try to
determine the missing material properties by reverse engineering. This requires
a solid theoretical background and experience in thermal engineering since, e.g.,
an omitted thermal radiation promptly leads you to false results.

Before using any data, know its uncertainty, discussed in Sect. 3. Unfortunately,
this information is rarely discussed in the literature. However, if the measurement
technique used for the measurement is known, then the uncertainty can be roughly
estimated [44]. In addition to the above tips, it is recommended for all thermal
engineers to have the following sensors ready to take with you to any site. Manual
reading variants are good, however, an increasing number of measurement devices
feature smartphone connectivity, hence, offering online data logging as well.

• A touch probe K-type thermocouple which can be used in the range of −270–
1260 ◦C temperature with appropriate handle design.
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• A thermal camera for qualitative evaluation. Note that various materials might
feature various emissivities which may lead to highly biased results, hence, do
not make decisions only on thermal images. The touch probe will help you in
determining the appropriate emissivity value, and then the thermal image will
become a quantitative result for an object/feature with uniform surface finish.

• Pitot-static tube with a differential pressure sensor for velocity and pressure mea-
surement. For low flow rates, an anemometer is a better option.
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Chapter 2
General Aspects of Thermodynamical
Modeling

1 Onset of Depression

Thermal processes are natural phenomena, not restricted to engineering applications.
It is essential to discuss the way how the mathematical models are built, what is their
structure and what part can be exchanged to another in order to fit the description
to the given task to solve. This chapter is intended to briefly summarize the most
critical aspects of thermodynamical modeling, for details, we refer to the following
literature [1–7].

First of all, we must emphasize that the mathematical models are only approxi-
mations, based on our imperfect knowledge of reality. It does not matter how much
experimental data we have; it remains imperfect. However, one can choose the best-
known tool to catch the essence of a problem. The differences between these tools
are the following:

1. number of variables,
2. applied constitutive equations,
3. resulting number and type of the equations,
4. solution method,
5. predictive power or accuracy,
6. interpretation and physics behind.

There are connections between these attributes, i.e., they are not independent of each
other. For instance, it is not possible to choose a large number of variables with
keeping low the number of equations or choose thermodynamically incompatible
constitutive laws to describe a coupled phenomenon.

Let us start with the last one. The interpretation of the results and their meaning
are entirely determined by the approach used to derive the models. For example,
in the kinetic theory, there are a particular set of particles with prescribed proper-
ties, interaction models, and this approach highly exploits this specific description
of the system. As a result, for instance, the thermal conductivity can be determined
based on these prescribed features of the particles and interpreted as a parameter that
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characterizes the interaction process among the particles. On the other hand, it is
still possible to choose another interaction model that leads to a different formula for
thermal conductivity. Evenmore important, this approach constrains the possibilities
in parallel, that is, a constraint means fixed parameters in the resulting equations,
i.e., they cannot be tuned for experimental data. It turns out immediately whether the
approach is appropriate or not. Furthermore, there are still other possibilities beyond
the kinetic theory, such as the approach of Classical Irreversible Thermodynamics
(CIT) [2, 5, 6, 8, 9], that offers a kind of recipe in order to derive new constitu-
tive equations based on the second law of thermodynamics, as a continuum model.
However, it gives no clue how to calculate the thermal conductivity, for instance. To
do so, one has to perform experiments, and this material parameter can be fitted to
particular data. Since the background of these approaches is different, the resulting
models are also different, even with the same structure of equations.

The predictive power of an approach can be or should be tested on experiments.
This aspect means how precise the model is. Some of them are easy to solve or
more straightforward to implement but offer only qualitative predictions instead of
quantitative ones. Naturally, the goal is to be as accurate as possible while keeping
the number of variables as low as possible. It is also a consequence of the approach,
as a result of decisions in the early phase of the modeling.

The mathematical models are mostly ordinary or partial differential equations
(ODEorPDE).Their properties, aswell as the related boundary and initial conditions,
depending on the approach. The kinetic theory sometimes leads to hyperbolic type
PDEs with a well-defined structure of equations; however, its size can be enormously
large in some instances.1 On the other hand, the outcome of ‘CIT-like’ methods
depends on the variables; it can be both hyperbolic or parabolic. There are numerous
ways how to solve these models; Chap.6 is devoted to discussing it.

Here we came to the constitutive equations, i.e., to the equations that describe
how the material behaves. Their use in the modeling process is inevitable and have
a crucial impact on the results. In many situations, the constitutive equations are not
separately discussed from the balance equations; however, they are substituted into,
and in such a way, their true nature remains hidden. This is problematical when one
has to apply a different constitutive equation, without knowing the specific structure
behind.

The chosen approach constrains the way how to derive constitutive equations,
and also their structure. Moreover, it must respect certain physical principles such
as objectivity [11] and the second law of thermodynamics [12] in order to obtain a
stable, thermodynamically consistent and physically sound model. Otherwise, the
outcome becomes questionable.

Finally, we came to the first step: the applied set of variables. The modeling
problem itself restricts some of them; for instance, a thermal problem requires to use
the temperature as a primary field variable. However, for a multicomponent system,
it is not necessary to use a different temperature for each component, depending on

1We note here that there are so-called ‘regularization techniques’ which stabilize the behavior and
yield parabolic models [10].
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the actual conditions. Indeed, it is a matter of choice. So to say, there is a lower limit
for the set of variables that should reflect enough information about the problem,
keeping the treatment as simple as possible.

In the following, we are going to overview how the approach of CIT works with a
given set of variables, and how it is embedded into a universal generalizationmethod.
The first and the second laws of thermodynamics are exploited intensely, and in order
to gain a clear picture, this is what we shall discuss now.

The first law of thermodynamics represents the time evolution of internal energy
using a balance equation:

ρ∂t e + ∇ · Je = qv, (1)

where e is the specific internal energy and the caloric equation of state (e(T, ρ))
connects it to the temperature, and ρ denotes the mass density. The partial time
derivative is denoted by ∂t and ∇ being the well-known nabla operator. The current
density of e is Je that is reducing to the heat flux in rigid heat conductors, i.e.,
when the flow of the material does not carry internal energy. Generally speaking, the
divergence of Je represents the inflow and the outflow from the control volume. On
the right-hand side, the term qv stands for the volumetric production which could be
negative, too. The particular form of qv depends on the nature of the source, such as

• internal heat generation or drain induced by radiation,
• heat convection effects,
• heat generation or drain due to chemical reactions,
• mechanical work (e.g., compressibility),
• electric dissipation (e.g., Joule heating),

can be included, and qv may depend on time and space as well. For instance, one
interesting and challenging problem is to determine the heat generation field in a
fusion reactor that essentially influences the operation of the complete system [13–
16]. This extraordinary problem very well represents the difficulties arising in the
determination of source terms in the balance equations.

For classical continua, the physical content of the second law is the asymptotic
stability of homogeneous equilibrium solutions of the field equations [17]. The well-
known particular requirements for a suitable mathematical model are the following.

1. The entropy is a concave function of the corresponding state variables.
2. The entropy is increasing in an insulated system, that is the entropy production is

non-negative,

therefore the balance of entropy is an inequality:

ρ∂t s + ∇ · Js = σs ≥ 0, (2)

where s denotes the specific entropy, Js is the entropy current density. In non-
dissipative case the entropy production σs is zero. The solution to this inequality
yields the constitutive equations. Its mathematical formulation is clear since it is free
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from ambiguities that arise in the classical literature of temporal2 thermodynamics
which is deeply criticized by Matolcsi [1].

The previous balances, (1) and (2), are eligible to model heat conduction phe-
nomenon without any coupling, for instance, to the mechanical effects. However,
the approach of CIT is not merely about heat conduction: it is a useful tool to derive
constitutive equations, also beyond thermal phenomenon.

In the following, we briefly overview the CIT approach for various situations, in
which the local equilibrium hypothesis plays a fundamental role. It assumes that the
same state variables characterize the process out of equilibrium as in equilibrium.
In contrary, non-equilibrium thermodynamics extends the state space with ‘dynamic
variables’ that vanish in equilibrium. CIT exploits the second law rigorously and
considers the balance equations as constraints. Besides the balance of internal energy,
one may need to include the mass and momentum balances as well:

Dtρ + ρ∇ · v = 0, (3)

ρDtv + ∇ · P = ρf, (4)

in which Dt denotes the substantial time derivative that reduces to the partial time
derivative for rigid materials. Equation (4) is also known formally as Cauchy’s equa-
tion of motion with f being a body force, v is the velocity field, and P = PT is
the symmetric pressure tensor.3 The source of mass balance becomes important for
multicomponent materials, especially when chemical reactions occur. Classically,
the coupling between different fields can be realized through the source terms in the
balance equations. In non-equilibrium thermodynamics, and also in other modern
approaches, this possibility is significantly extended by means of the extended state
space. For further details, we refer to [2, 5].

1.1 Heat Conduction

When one accepts the specific internal energy e as the only variable, then a local
equilibrium hypothesis is accepted in parallel. That is, while the temperature T
completely characterizes the equilibrium state of the conducting medium thermally,
we accept that it is valid for an out-of-equilibrium state, too. However, ‘not so far
from equilibrium’.4 The caloric equation of state effectuates the connection between
the temperature and the internal energy.5 The simplest case is

2Or using the usual convention: ‘ordinary’ thermodynamics which is about to describe the time
evolution without considering any spatial dependence.
3Only when the internal moment of momenta is absent.
4Strictly speaking, it is meaningless in a mathematical sense until the definition of a ‘distance’ is
given, measuring the ‘interval’ between states in which one is related to equilibrium state.
5In a more general situation, the mass density ρ is also present, i.e., e = e(T, ρ).
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e = cvT, (5)

where cv is the isochoric specific heat. In the following, we deal with rigid heat
conductors only. Therefore, other specific heats will not play any role. Moreover,
we consider only isotropic materials. One needs to use a balance equation for each
variable; in this case, it is the balance of internal energy (qv = 0):

ρ∂t e + ∇ · q = 0, (6)

where q is called the conductive current density of internal energy, i.e., the heat
flux. Here we note that there are other possibilities for the equation of states. It is
also chosen for the particular modeling task, and later, some basic examples will be
discussed.

The specific entropy depends only on the specific internal energy e, s = s(e). To
calculate the entropy production (2), one needs the connection between the entropy
and its variables, it is given according to the Gibbs relation [5]:

T ds = de,⇒ ds

de
= 1

T
. (7)

The time derivative of the specific entropy becomes

∂t s = ds

de
∂t e = 1

T
∂t e = − 1

T
∇ · q, (8)

using the chain rule according to Eq. (7), and the balance equation, too. The usual
entropy current density Js is

Js = 1

T
q. (9)

It is not the only possibility for Js , there exist other choices in the literature, depending
on the level of generalization, showing examples in the Sect. 2. Then, the entropy
production is

σs = − 1

T
∇ · q + 1

T
∇ · q + q · ∇ 1

T
= q · ∇ 1

T
≥ 0. (10)

Following the work of Onsager [18, 19], the inequality of entropy production has
the general structure

σs =
∑

i

Xi Ji ≥ 0, (11)

where Xi are called thermodynamical forces and Ji are the thermodynamical fluxes.
In this case, the thermodynamical flux is the heat flux and the thermodynamical force
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is not the temperature gradient but the gradient of the reciprocal temperature. It is
especially important for low-temperature problems in order to prevent to reach the
0 K state or going below.

The simplest solution of this inequality assumes a linear relationship between the
force and flux such as

q = l∇ 1

T
, (12)

with l > 0 being a constant for simplicity. Again, it is arbitrary to consider this choice
of solution. The solution of (11) is the constitutive equation itself, in case of heat
conduction, (12) is called Fourier’s law, and l is called a thermodynamical conduction
coefficient which is not the same as thermal conductivity. The thermal conductivity
λ is obtained after performing the differentiation, that is

λ = l

T 2
, (13)

so the Fourier’s law becomes

q = −λ∇T . (14)

Note that l also could be a temperature dependent coefficient. In general, the
T -dependence of the thermal conductivity λ can be measured, and using Eq. (13),
the l(T ) can be recovered.6 In summary, a thermal problem without considering
any other phenomenon can be solved using the system of balance and constitutive
equations:

ρ∂t e + ∇ · q = qv, (15)

q = −λ∇T, (16)

e = cvT . (17)

Any other form of Eq. (16) is only a consequence of this previous derivation. For
instance, in many cases the equation

∂T

∂t
= α�T (18)

is referred to be the Fourier heat equation where � denotes the Laplacian operator
and α = λ/(ρcv) being the thermal diffusivity. However, it also implies that

1. all the material parameters are constant,
2. there is no heat generation,

6From a practical point of view, neglecting the T -dependence of λ depends on the material, and
theoretically, Eq. (13) is a better model for low temperature situations.
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3. the Fourier constitutive equation is valid,
4. the temperature is our primary variable,

so the caloric equation of state remains hidden in the background together with other
implications. More importantly, it is only a consequence of several decisions made at
different stages of derivation. It also constrains the meaning of boundary conditions.
As the temperature T is the primary variable, the following boundary conditions can
be defined:

1. Dirichlet (or first-type) boundary condition: the primary variable is given directly,
i.e., T (t) is prescribed on the boundary.

2. Neumann (or second-type) boundary condition: the fluxes are prescribed in time,
which coincides with the gradient of the primary variable here.

3. Robin (or third-type) boundary condition: a linear combination between the pre-
vious two is prescribed. As a particular case, the heat convection on the boundary
is given as q · n = −λ∇T · n = h(T − T∞)with T∞ being the constant tempera-
ture of the fluid flow, h is the heat transfer coefficient and n represents the surface
normal vector.

It is not necessary to use the temperature as a primary variable; it is also possible to use

∂q
∂t

= α�q (19)

as a choice. When the Fourier’s law (12) is valid, then there is no any importance of
this choice, but it is important for generalized heat conduction laws that discussed
later.

1.2 Heat Conduction in Isotropic Fluids:
Navier–Stokes–Fourier Equations

Here, we show an example for modeling a heat conducting isotropic fluid. The
primary field variables are the specific internal energy e and the mass density ρ. The
latter is not constant now. We shall follow the same steps and aspects as previously.
Let us recall the balance equations for mass and internal energy, using substantial
time derivatives,

Dtρ + ρ∇ · v = 0, (20)

ρDt e + ∇ · q = −P : ∇v. (21)

Here, P is the pressure tensor that can be decomposed into static (p) and dynamic
(or viscous, �) parts:

P = � + pI, (22)
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where I is the identity tensor. There is a source term now in the energy balance
due to the compressibility property of the fluid, it expresses the thermal dissipation
inside the medium, induced by the mechanical work. The derivation of constitutive
equations does not require the momentum balance, but it is required to the complete
description of the phenomenon:

ρDtv + ∇ · P = ρf . (23)

The static pressure p is connected to the temperature through the thermal equation
of state p = p(T, ρ) that can be, for instance,

p = RρT, (24)

where R is the specific gas constant, assuming ideal gas. Since s = s(e, ρ), the
connection between the specific entropy and its variables is expressed by the Gibbs
relation:

T ds = de − p

ρ2
dρ. (25)

Using the same entropy current density Js as previously, the calculation of entropy
production is straightforward:

σs = − 1

T
(P − pI) : ∇v + q · ∇ 1

T
≥ 0. (26)

That is, the dynamical pressure � appears within the inequality and the constitutive
relations, for anisotropic materials, are

q = �∇ 1

T
,

� = 1

T
L(4)(∇v), (27)

where � and L(4) are a symmetric, positive definite second and fourth order tensors,
respectively. The thermal conductivity � is reducing to a constant λ for isotropic
case. Regarding the second equation, assuming again the simplest case, the dynam-
ical pressure is taken to be a linear function of the velocity gradient. The dynamical
pressure � can be decomposed into spherical and deviatoric parts in isotropic mate-
rials as

�sph = 1

3
Tr� = ηb∇ · v, (28)

�dev = � − �sphI = ηs(∇v)dev, (29)
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which implies that the pressure tensor P is symmetric; furthermore, ηs denotes the
shear viscosity and ηb is the bulk viscosity [5]. TheNewton’s law for fluids is obtained
as a natural consequence of the second law. The spherical part becomes significant
for compressible fluids, for instance, for rarefied gases.We add some further remarks.

1. In the classical literature of fluid mechanics, the momentum equation (4) is often
referred to be the Navier–Stokes equation with � being substituted into. Again,
it could be confusing because several assumptions are made to derive the present
form of constitutive equations. For non-Newtonian fluids, such substitutionwould
make the modeling task more difficult to solve.

2. There is no direct coupling (cross-effect) between the constitutive equations in
isotropic materials. This is due to the representation theorems of isotropic func-
tions [4], commonly called Curie principle. In classical case, the coupling can be
realized only through the balance equations.

3. The balance of momentum was an indirect constraint through the internal
energy [20].

In summary, the complete system of Navier–Stokes–Fourier equations reads

Dtρ + ρ∇ · v = 0,

ρDt e + ∇ · q = −P : ∇v,

ρDtv + ∇ · P = ρf .

q = −λ∇T,

�sph = ηb∇ · v, (30)

�dev = ηs(∇v)dev, (31)

together with the caloric (e(T, ρ)) and thermal (p(T, ρ)) equations of state. This rep-
resentation emphasizes the structure of the model and eases the numerical solutions
by separating the balances from the constitutive laws. It is especially important for
non-classical (generalized) models.

1.3 Mechanics: Examples for Caloric Equation of State

In this subsection, we restrict ourselves to one-dimensional, small elastic deforma-
tions in order to avoid problems with objectivity and plasticity. The elastic strain ε
is related to the Cauchy (elastic) stress σel as

σel = Eε (32)

with E > 0 being the constantYoungmodulus. The ideal elasticity is a nondissipative
process thus it does not contribute to the entropy production. However, it has a
contribution to the specific internal energy, without taking the thermal expansion
into account [21–24]:
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e(T, ε) = eth(T ) + eel(ε), (33)

where the thermal part eth(T ) could be the same function as previously and the elastic
part eel(ε) is

eel(ε) = E

2ρ
ε2. (34)

This contribution also appears in the balance of internal energy. Our basic field
variables are e and ε, i.e., s = s(e, ε) and the corresponding Gibbs relation is

T ds = de − σel

ρ
dε. (35)

Repeating the calculation of entropy production, it becomes apparent how the elastic
part vanishes:

σs = ρ

T
∂t e − σel

T
∂tε + ∇ · Js ≥ 0, (36)

∂t e = ∂t eth(T ) + ∂t eel(ε) = ∂t eth(T ) + σel

ρ
∂tε, (37)

as it is, only the heat conduction part remains in Eq. (36) that leads to the Fourier
equation again. Here, the quantity ∂tε is related to the velocity gradient in three
dimensions. Moreover, for small deformations, it is possible to approximate ρ with
a constant. The Navier–Stokes–Fourier equations are recovered, keeping the sign
convention P = −σ in our mind.

So far, the thermal expansion was neglected. Let us now include it as well. Hence
the specific internal energy becomes [25]

e = eth(T ) + eel(ε) + Eα

ρ
T ε, (38)

where the last term indicates the effect of thermal expansion. Here, α being the
thermal expansion coefficient. Using this formulation, the thermal expansion has a
contribution in the velocity gradient. Furthermore, as a reversible process, it vanishes
from the entropy production due to the same reasons as above. For the objective
treatment of thermomechanics, we refer to the work of Fülöp [23].

Previously, it was highlighted how important is to handle separately the balance
and constitutive equations. It is especially true in this case, omitting the complete
derivation that can be found in [25], the linear model for thermal expansion together
with Fourier heat conduction using only the temperature as a field variable becomes:

∂t t (γ1∂t T − λ�T ) = v2
el�

[(
γ1 + (Eα)2T0

ρv2
el

)
∂t T − λ�T

]
, (39)
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with T0 being a reference temperature, vel is the longitudinal elastic wave propaga-
tion speed and γ1 = ρcv − 3Eα2T0. It would be difficult to recover the balance and
constitutive relations using this equation. Besides, the meaning of boundary con-
ditions is not apparent and is still the subject of recent researches [25]. So to say,
the models both mathematically and physically can be equivalent; however, it is not
advantageous to eliminate the variables and using only the temperature, especially
in coupled problems.

1.4 Multicomponent Systems: Fick’s Law for Diffusion

Here we assume the simplest case: the heat conduction and mechanical effects are
absent in the n-component non-reactive, isothermal isotropic fluid, only the diffusion
phenomenon is taken into account [6]. That is, we shall define the concentration ck as

ck = ρk

ρ
,

∑

k

ck = 1, ρ =
∑

k

ρk, k = 1, . . . , n, (40)

with ρk being the mass density of the kth component, moreover, ρ is constant (dρ =
0). The concentrations ck are the basic field variables, their balance equations read as

ρ∂t ck + ∇ · Jk = 0, k = 1, . . . , n, (41)

where Jk is the mass flux of the kth component. As it is a non-reactive fluid, there is
no source term in Eq. (41). The corresponding Gibbs relation is

T ds = −
∑

k

μkdck, (42)

where μk is the chemical potential of the kth component, hence we have s = s(ck)
and the entropy current density becomes

Js = − 1

T

∑

k

μkJk . (43)

From now on, the calculation of entropy production is straightforward:

σs = − 1

T

∑

k

μkρ∂t ck − 1

T

∑

k

μk∇ · Jk − 1

T

∑

k

Jk · ∇μk =

= 1

T

∑

k

μk∇ · Jk − 1

T

∑

k

μk∇ · Jk − 1

T

∑

k

Jk · ∇μk =

= − 1

T

∑

k

Jk · ∇μk ≥ 0. (44)
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The solution of the inequality (44) is the Fick’s law and for an n-component fluid it
reads as

Jk = − 1

T

∑

j

Lk j∇μ j , k = 1, . . . , n, (45)

where Lkj is the Onsagerian conduction matrix, containing all the conduction coef-
ficients. Now, we must make the following remark. Here all the mass fluxes have
the same tensorial order and therefore, the coupling between these fluxes must be
considered, as such, each flux is coupled to all the others. The final form of the Fick’s
law is

Jk = −ρ
∑

j

Dk j∇c j , k = 1, . . . , n, (46)

where Dkj is the diffusion coefficient matrix that defined as [26]

ρDkj = 1

T

∑

l

Lkl
∂μl

∂c j
, k = 1, . . . , n. (47)

Seemingly, the mathematical structure of Fourier and Fick laws are the same because

∂t c = D�c, (48)

that holds for a 1-component case and D is analogous to the thermal diffusivity.
However, it shadows the most important difference between the thermal and mass
diffusion: the mass density appears together with the diffusion coefficient in the
constitutive equation. It does not hold for the Fourier’s law.

1.5 Coupled Heat and Mass Transport

Now we extend the previous set of variables with the specific internal energy: s =
s(e, ck), thus the Gibbs relation is

T ds = de −
∑

k

μkdck, (49)

which is valid also with the previous conditions. One important simplification is to
take the same temperature for all components. Otherwise k-different Tk would appear
in the Gibbs relation and also in the constitutive equations. Exploiting the previous
definitions, the corresponding balance equations of the densities are the following:
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ρ∂t e + ∇ · q = 0,

ρ∂t ck + ∇ · Jk = 0. (50)

Since the heat conduction phenomenon is included, the entropy current density is
modified:

Js = 1

T

(
q −

∑

k

μkJk

)
, (51)

and omitting the details of further calculation, the entropy production7 is

σs = q · ∇ 1

T
−

∑

k

Jk · ∇ μk

T
≥ 0. (52)

As a consequence of their same tensorial rank, the heat flow is coupled to the mass
flow, i.e.,

q = l∇ 1

T
−

∑

k

Lqk∇ μk

T
,

Jk = Lkq∇ 1

T
−

∑

j

Lk j∇ μ j

T
, (53)

where l > 0 is the usual part of thermal conductivity, and now the mass flux also
has a contribution to the heat flux, expressed through the matrix Lqk . Moreover, as
the temperature is not constant in this case, it also appears under the gradient. The
coefficient matrix Lkq expresses the contribution of the temperature gradient to the
mass flux of each component. These cross couplings bear the name of Soret and
Dufour [5, 6], more precisely:

1. Dufour effect: the heat flux occurs due to an existing concentration gradient,
2. Soret effect: the mass flux occurs due to an existing temperature gradient.

Distinguishing the temperature for all componentswould lead to a complicatedmodel
in which there are k-different heat and mass fluxes with couplings between all com-
ponents,

qk =
∑

j

lk j∇ 1

Tj
−

∑

q

Lkq∇ μq

Tj
,

Jk =
∑

q

Lkq∇ 1

Tq
−

∑

j

Lk j∇ μ j

Tq
, (54)

7We note here that a different representation is also possible since the ∇ 1
T terms can be unified. In

this way, the resulting coefficients will be different, too [27].
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that is, for an n-componentmixture, there are 2n number of fluxeswith 2n2 couplings.
Such a model becomes unsolvable for large n and carries a significant uncertainty in
the coupling coefficients.

The thermo-electric effect is thermodynamically analogous with the thermo-
diffusion theory, the cross-effects are appearing in the same way. Their names are
Seebeck and Peltier effects. The last section in Chap.4 is devoted to discuss that
topic from practical point of view.

2 Extended Material Models

It is crucial to emphasize that all the previously derived models have a specific limit
that is hard to define preciselywhen the local equilibriumhypothesis loses its validity,
and a non-equilibrium description is needed. Beyond this limit, some extension of the
constitutive equation is required. Thewayof extension (or generalization) depends on
the underlying theory, and as before, it has severe consequences on the resultedmodel.
In the following, we will show some examples of generalized models and about their
possible applications. About the basics of non-equilibrium thermodynamics, we refer
to the following literature [2, 3, 5, 9].

2.1 Extensions of Fourier Equation

Awidely known problemwith Fourier’s law is its parabolic nature from amathemat-
ical point of view. Strictly speaking, it predicts infinite speed for propagation that can
be easily illustrated with the solution of an initial value problem, called Green’s func-
tion of the Fourier heat equation. Let us assume an infinite one-dimensional space
with a unit disturbance that may be represented by a Dirac distribution at x = 0 and
t = 0. Then the solution for t > 0 is

T (x, t) = 1

2
√

παt
e− x2

4αt , (55)

where for any |x | and t > 0 the T (x, t) > 0 follows. It implies immediate temper-
ature change after an initial disturbance at any distance. It seems to be contradictory
to our common physical sense. Despite this parabolic property, the Fourier equation
is the most widely applied heat conduction model in the engineering practice. For a
more detailed discussion, we refer to the work of Fichera [28].

The propagation speed is one of the central problems in heat conduction. The
hyperbolic models that describe finite velocities seem to be more acceptable, and
many modeling approaches developed in a way to respect that attribute strictly. For
instance, the kinetic theory motivated approaches such as the Extended Irreversible
Thermodynamics (EIT) [29–32], and Rational Extended Thermodynamics (RET) [7,
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33] are constructed in a way to obtain hyperbolic models. Both theories exploit the
kinetic theory in the background; however, on a different level. While RET considers
its principles more rigorously, EIT loosens the constrains to keep the modeling on a
more general level. As a consequence, it is more natural to derive parabolic models
based on EIT.

There is one, even more general approach, called Non-Equilibrium Thermody-
namics with Internal Variables (NET-IV) [3]. Its universality originates in internal
variables and currentmultipliers [34, 35] since solely their tensorial order is restricted
at the beginning. Using an extended state space, it is possible to find compatibility
with RET, EIT, and beyond [36–41]. Those models arise as a special case of a par-
ticular set of internal variables, for details, see [42, 43].

It is worth mentioning the other approaches such as GENERIC [44–49], and
phase-field theories [50–53]. They all have a particular structure that distinguishes
them from the others and interprets each phenomenon differently.

The differences point far beyond than simply describing distinct propagation
speeds and possessing different terms in the equations. It is a result of the apriori
assumptions made at the very beginning of the modeling that affects their implemen-
tation into practical—engineering problems. Such differences are

1. the required mathematical techniques that needed to customize an approach to a
particular problem,

2. the number of the coefficients to be fitted,
3. the domain of applicability,
4. and the solution methods.

The last point will be discussed in details in Chap.6. The second and third points
are convenient to present together with the experiments. Regarding the first point,
we refer only to the literature, and here, we are going to show only the simplest
derivation as possible.

Maxwell–Cattaneo–Vernotte equation (MCV) The MCV equation is known as
the first hyperbolic generalization of Fourier equation and extends the Fourier’s law
with the time derivative of the heat flux [54],

τ∂tq + q = −λ∇T, (56)

where τ is the so-called relaxation time and its presence expresses an inertia of heat
conduction. Due to the hyperbolic property, the propagation speed remains finite
and equal to vc = √

α/τ . Its derivation is based on the extension of variable space:
s = s(e,q) holds now. More precisely,

s(e,q) = seq(e) − m

2
q2, (57)

where the first term expresses the classical local equilibrium assumption and its
extension represents a deviation from this local equilibrium, that is, a phenomenon
beyond the local equilibrium is considered. The quadratic extension of the specific
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entropy is the simplest choice in order to preserve its concavity properties, i.e., the
thermodynamic stability. For further discussion, we refer to [55–57]. Equation (56)
is used to explain a low-temperature phenomenon, called second sound. It is the
damped waveform of heat conduction. Peshkov [58] observed it first in 1944 in
superfluid He, which was predicted earlier by Tisza [59, 60] and Landau [61]. The
precise mechanism behind the second sound is still not clear, however, later on, it
has been found in solids, too, thanks to the theoretical work of Guyer and Krumhansl
[62, 63].

In the framework of RET, a particular phonon picture is used for explanation
in which there are two basic interaction processes among the phonons. The first
one is a resistive process, characterized by its frequency or a time scale; and the
overall energy is conserved. The second one is the so-called normal process when
the momentum is also conserved and characterized by its frequency as well. The
dominance of a particular collision interaction describes the way of heat conduction.
In the case of resistive dominance, the describing model can be simplified to the
Fourier equation, in the other way, the MCV equation may be considered. Assuming
a particular mechanism also restricts the predicted propagation speed that was a
subject of early researches. Recently, the MCV equation is tried to be found in room
temperature experiments and still considered to be a valid extension of Fourier’s law
for heterogeneous materials, with moderate success.

Dual Phase Lag (DPL) and Jeffreys-type equations The DPL and Jeffreys-type
equations are very similar to each other. Indeed, their linearized structure is the same.
However, their thermodynamic origin is distinct. The DPL model is first proposed
by Tzou [64], considering the Taylor series expansion of

q(x, t + τq) = −λ∇T (x, t + τT ), (58)

where there are two different relaxation times τq and τT , each related to the heat flux
and the temperature gradient, accordingly. This is not compatible with basic physical
principles, constitutive equations cannot be introduced in thisway [65]. It is criticized
in recent papers [66–68] as well. Its thermodynamically compatible version is the
Jeffreys-type model that can be derived easily, for instance, in the following way,
using NET-IV. This is a convenient approach to extend the state space: introducing
an internal variable that represents a short of internal degree of freedom [3, 4, 69].
Internal variables vanish in equilibrium state and one does not need to specify them
with exact meaning at the beginning. It is possible to restrict only its tensorial order,
for instance, let us assume that s = s(e, ξ) = seq(e) − m

2 ξ2 with ξ being a vectorial
contribution to the entropy production. It is only customary to identify it as being the
heat flux. The inequality of entropy production constraints the evolution of ξ, too,
without knowing its exact role in the process. Since it is a vectorial variable, it must
be coupled to the heat flux. Analogously to the previous calculations, the resulting
system of equation is
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q = l11∇ 1

T
+ l12ξ,

−m∂tξ = l21∇ 1

T
+ l22ξ, (59)

when Js = q
T . The conductivity coefficients are the parts of a matrix L that must

be positive definite in order to fulfill the inequality. It means that l11, l22 ≥ 0 and
l11l22 − l12l21 > 0. Then eliminating ξ, we obtain the DPL model:

τ∂tq + q = −λ∇T − τ̂ ∂t (∇T ), (60)

with the coefficients being

τ = ρm

l22
, λ = 1

T 2

(
l11 − l12l21

l22

)
, τ̂ = ρm

l22

l11
T 2

= τ
l11
T 2

. (61)

It is important to emphasize that the coefficients τ and τ̂ are not independent of
each other and could be ‘compatible’ until the first order Taylor series expansion of
(58). Omitting that background, the outcome results in mathematical and physical
shortcomings. It reduces to the MCV equation when l11 = 0 is considered. As a con-
sequence, l12l21 < 0, then the coupling becomes antisymmetric in order to preserve
the positivity of the thermal conductivity λ. Moreover, it is not possible to obtain a
time lag only for the temperature gradient and these properties become visible only
using a strict thermodynamical derivation for the constitutive equations. Despite the
shortcomings found in regard the background of DPL models, it is quite popular
due to its relatively simple interpretation and the analogous treatment to the MCV
equation [70–72].

Guyer–Krumhansl (GK) equation In the period 1960–70, it turned out that the
MCV equation is not enough and cannot be the ‘ultimate’ or the last extension of
the Fourier’s law. The GK equation extends the MCV one with the Laplacian of the
heat flux:

τ∂tq + q = −λ∇T + κ2�q, (62)

with κ being related to the mean free path of phonons or kind of a characteristic
length scale of the process. Although Guyer and Krumhansl derived this model
using a linearization of Boltzmann equation, there is a different way to obtain Eq. (62)
without using any assumption about phonons [12]. Our set of variables are e and q,
and now let us generalize the entropy current density as well:

Js = B · q, (63)

where B is a second order tensor, called current or Nyíri-multiplier [35]. Using this
generalization of the entropy current density, it permits to obtain coupling between
different tensorial order quantities for isotropic materials through the current mul-
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tiplier. It can be called as ‘entropic coupling’. As a mathematical consequence of
Eq. (63), the resulting model will always be parabolic and the solution of the entropy
inequality yields the expression for B. It is also possible to restrict the form of B
using gradients of the non-equilibrium variables such as the heat flux [73–76]. There
a particular form is used, for example

Js = q
T

+ μ∇q · q. (64)

It can be recovered when B = 1
T I + μ∇q. Interestingly, the same form is proposed

by the second law itself, the entropy inequality also restricts B without any further
assumption. That is,

s(e,q) = seq(e) − m

2
q2, Js = B · q, (65)

and then the entropy production is

σs = ∇q :
(
B − 1

T
I
)

+ q · (∇ · B − ρm∂tq) ≥ 0, (66)

which has a solution

B − 1

T
I = l1∇q,

∇ · B − ρm∂tq = l2q, (67)

with l1 ≥ 0 and l2 ≥ 0, and considering l1 = μ recovers the compatibility between
(63) and (64). Moreover,

τ = ρm

l2
, λ = 1

l2T 2
, κ2 = l1

l2
. (68)

Eliminating B, the Eq. (62) is obtained, and can be reduced to the MCV equation
taking l1 = 0 in (67). The GK equation has a significant role in modeling hetero-
geneous materials such as rocks, foams, biological materials and other complicated
processes [77–81]. Note that for such a generalized heat equation, the temperature
gradient cannot be defined easily as a boundary condition. That problem is going to
be discussed in Chap.6.

Ballistic models In the 1960s, McNelly et al. [82–84] managed to measured experi-
mentally the third way of heat conduction that called ballistic propagation. From an
experimental point of view, it is measured as a heat wave propagating with the speed
of sound. However, from a theoretical point of view, its exact interpretation is still not
yet completely understood, depends on the particular approach used in the modeling
process. That propagation speed reflects a thermo-mechanical coupling behind the
phenomenon. Now let us show the difference between two possible approaches.
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1. As previously mentioned, RET inherits the methodology from kinetic theory,
where phonons are responsible for heat conduction phenomenon, with resistive
and normal interactions. In the case of ballistic conduction, there is no interaction
among them. Here, the scattering on the boundary has significance; it limits the
free flow of phonons. Since the direct solution of the Boltzmann equation would
be too difficult, an approximation is used, called momentum series expansion
[85]. It results in a system with the size of infinite number of partial differential
equations, having the following structure in 1+1 D:

∂u〈n〉
∂t

+ n2

4n2 − 1
c
∂u〈n−1〉

∂x
+ c

∂u〈n+1〉
∂x

=

⎧
⎪⎨

⎪⎩

0 n = 0
− 1

τR
u〈1〉 n = 1

−
(

1
τR

+ 1
τN

)
u〈n〉 2 ≤ n ≤ N

(69)

Here, u denotes the corresponding quantity, such as u0 is the energy density, u1 is
the momentum density and so on. For details, we refer to the work of Dreyer and
Struchtrup [85]. Its disadvantage is that one must apply at least ca. 30 momentum
equations in order to approximate the speed of sound, in one dimension. It also has
to be noted here, that the momentum equations consist quantities with increasing
tensorial order, i.e., a 30th order tensor in the 30th equation. In a general three
dimensional problem, it meansmillions of equations, for quantities with unknown
boundary conditions.Nevertheless, itwas thefirstmodelwhichwas able to include
the ballistic contribution into the modeling and suggested the coupling between
the heat flux and the pressure. That coupling realizes the connection between
the thermal and mechanical fields at the level of constitutive equations. It would
not be possible in the framework of CIT. Providing a wider picture about other
approaches originating from kinetic theory, we also refer to [86–93].

2. Using the continuum approach of NET-IV (see also [94]), we can obtain the
simplest model of ballistic propagation by extending the set of variables with a
simple second-order internal variable Q: s = s(e,q,Q),

s = seq(e) − m1

2
q2 − m2

2
Q2, (70)

however, the entropy current density remains Js = Bq. Comparing the one-
dimensional form of the resulting system of equations

τq∂t q + q + λ∂x T + κ∂x Q = 0,

τQ∂t Q + Q + κ∂xq = 0, (71)

to Eq. (69), the meaning of Q turns out to be the current density of the heat
flux q. When τQ is assumed to be zero, the system (71) reduces to the Guyer–
Krumhansl equation.Within a continuum thermodynamical approach, the ballistic
propagation is interpreted as an elastic wave. The essential difference is about the
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coefficients. In contrary to the RET model, the parameter κ is not fixed in (71)
and can be used to adjust the experimentally measured propagation speed. Thus
κ represents an extra freedom in the constitutive laws that allows to significantly
reduce the number of equations, comparing to the RET, i.e., three equations are
enough [95, 96].

The modeling of this particular phenomenon perfectly reflects the differences
between various approaches. Also, in the case of the Guyer–Krumhansl equation, it
matters how one derives the model. If one uses a kinetic approach, then the resulting
model is seemingly restricted on that particular setting such as low-temperature heat
conduction. On the contrary, the presented NET-IV derivation is independent of
these assumptions. Despite that one obtains the same equation, the derivation itself
disengage the limits and widen the validity region of the GK equation; hence it
becomes possible to use such a model for room temperature problems, too.

In the following,we shall discuss further applications formechanicalmodels—the
previously introduced approach of non-equilibrium thermodynamics with internal
variables and currentmultipliers also applicable for those caseswith the same steps as
above.Here,we note that the extended diffusionmodels, related to the generalizations
of Fick’s law, have a common ground with heat conduction models, also possessing
the same structure. Hence we omit their discussion, and we refer to [97].

2.2 Extensions of Navier–Stokes–Fourier System

In the case of heat conduction, it is more apparent how the structure of material
influences the heat transport. In contrary, in a modeling problem of a rarefied gas,
it is less apparent because the molecules remain the same as in its dense state.
Furthermore, the modeling of collisions, how we describe the interaction among
the molecules, is also the same. The most straightforward way to characterize the
rarefaction state is using the so-calledKnudsen number, which is the ratio of themean
free path and the size of the system. In a time-dependent process, it is possible to
modify this definition and substitute the lengthswith the corresponding characteristic
time scales [98]. The mean free path that describes the average distance that particles
travel between two collisions depends on the temperature and the pressure, in other
words, the mass density ρ and the temperature T characterizes the rarefaction state
of a gas. According to the experimental background of rarefied gases, the classical
system of Navier–Stokes–Fourier equations loses its validity around Kn ≈ 0.05 −
0.1 [10]. For the detailed kinetic modeling of rarefied gases, we refer to the work of
Struchtrup [10, 98].

In agreement of the previous statement, the mass density ρ is in the state space,
i.e., s = seq(e, ρ) − m1

2 q2 − m2
2 �2

dev − m3
6 �2

sph in which the tensorial internal vari-
able Q is identified as being the dynamic pressure �. This is the usual approach of
EIT [74]. In a rarefied state, the compressibility becomes essential, and its proper
thermodynamic modeling demands the deviatorical-spherical decomposition at this
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level. Since these parts are linearly independent of each other, they stand as inde-
pendent variables in the state space and possess a separate evolution equation with
distinct relaxation times. Both will be coupled to the heat flux. Moreover, we also
apply this decomposition on the current multiplier B in the entropy current den-
sity as Js = (Bdev + 1

3 BsphI)q. Therefore, the spherical parts of pressure and current
multiplier will be coupled in the constitutive equations:

τ1∂tq + q = −λ∇T + α21∇�sph + β21∇ · �dev,

τ2∂t�dev + �dev = −ν(∇v)dev − β12(∇q)dev (72)

τ3∂t�sph + �sph = −η∇ · v − α12∇ · q,

where the τi (i = 1, 2, 3) are the corresponding relaxation times, ν and η are the
shear and bulk viscosities, respectively, and the α,β parameters are the coupling
coefficients [42]. We make the following remarks:

1. Its counterpart inRET, derived byArima et al. [33, 99], is compatiblewithEq. (72)
as having the same structure and the coefficients make the essential difference.
While in the RET based model, the α and β coupling coefficients are fixed,
together with the transport coefficients (λ, ν and η):

λ = (1 + c∗
v)R

2ρ0T0τ1, ν = 2Rρ0T0τ2, η =
(
2

3
− 1

c∗
v

)
Rρ0T0τ3,

α12 = 2c∗
v − 3

3c∗
v(1 + c∗

v)
τ3, α21 = RT0τ1, β12 = 2

1 + c∗
v

τ2, β21 = RT0τ1,

with c∗
v = cv/R. Furthermore, the calculated (theoretical) transport coefficients

(λ, ν and η) are independent of the mass density since the relaxation times are
inversely proportional with ρ [100]. In contrary, there are several measurement in
the literature that show some density dependence both in the dense and rarefied
regions [101–106]. From this point of view, it is possible to distinguish ‘effective’
(measurable) and ‘physical’ (theoretical) transport coefficients.
In a continuum model, such as the NET-IV, the measured viscosities and thermal
conductivity are used, that is, it makes no preposition about the theoretical values
of the transport coefficients. It significantly influences the applicability of a model
which becomes apparent in the evaluation of experiments.

2. It is visible that Eq. (72) has the same structure as the ballistic heat conduction
models previously. If τ2 = τ3 = 0 are considered, then it reduces to a Guyer–
Krumhansl-type equation for heat conduction. Moreover, it also shares the free-
dom to adjust the coupling coefficients, in Eq. (72) those are free to fit.

3. In this case, the internal variables are specified as being the heat flux and pressure.
That approach would be more general without this specification.

4. Equation (72) is the simplest applicable extension of the Navier–Stokes–Fourier
system. The coupling arises naturally from the entropy production as a require-
ment. Thus its immediate consequence is that the heat flux could have a significant
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contribution to the pressure field and vice versa, which reflects the present ballistic
effects.

5. Since the same generalization of the specific entropy and its current density is
applied, it can be called as a ‘non-local generalization of the specific entropy’.

2.3 Extensions of Hooke’s Law: Rheology

Rheology, i.e., creeping and stress relaxation occurs in many engineering problems,
and expresses the limits of the Hooke’s law, especially in time-dependent situations.
These effects mainly depend on the temperature conditions and the material parame-
ters. The relevant time scale in which suchmechanical effect occurs is also a function
of the material properties, and, in parallel, the boundary conditions.

In contrary to the generalized heat equations, the simplest rheological models
possess only memory extensions without any non-local couplings to other quantities
which is possible onlywith the classical entropy current density q/T . Thewell-know
rheological equations can be derived on the same basis using the approach of NET-
IV, assuming a single tensorial internal variable ξ, that is, s = s(e, ε, ξ), without
specifying the exact meaning of ξ and

s(e, ε, ξ) = seq(e, ε) − 1

2
Tr(ξ2), (73)

in analogywith the previousmodels.More importantly, the rheological effects reflect
the non-equilibriummechanical behavior of a material, hence the stressσ acquire an
extra term: σ = σ̃ + σ̂ with σ being the total stress and σ̂ expresses the rheological
contribution besides the pure elastic part σ̃. Consequently, it results in an additional
term in the mechanical source of internal energy balance,

ρDt e + ∇ · q = Tr(σ̃dtε) + Tr(σ̂dtε). (74)

For simplicity, let us restrict ourselves to the one-dimensional situation in which the
entropy production yields a simple inequality

σ̂dtε − ρT ξdtξ ≥ 0, (75)

which can be solved in the same way using Onsager’s approach,8

σ̂ = l11dtε + l12(−ρT ξ),

dtξ = l21dtε + l22(−ρT ξ) (76)

8We note that this identification of fluxes and forces is not unique, and it affects the definitions of
material parameters.



www.manaraa.com

2 Extended Material Models 37

with l11, l22 ≥ 0 and detLsym ≥ 0 where L consists the li j conduction coefficients
and the second law restricts its symmetric part only as the antisymmetric part does
not contribute to the entropy production. After eliminating the internal variable ξ,
we arrive to the Kluitenberg–Verhás model

τdtσ + σ = E0ε + E1dtε + E2d
2
t ε, (77)

with τ , E1 > 0 and E0, E2 ≥ 0. The Kluitenberg–Verhás model (77) can be reduced
to the following special cases,

1. Hooke model: σ = E0ε,
2. Kelvin–Voigt model: σ = E0ε + E1dtε,
3. Maxwell model (fluids): τdtσ + σ = E1dtε,
4. Poynting–Thomson–Zener model: τdtσ + σ = E0ε + E1dtε,
5. Jeffreys model (fluids): τdtσ + σ = E1dtε + E2d2t ε,

for the detailed derivation and their three-dimensional formulation, we refer to [22,
107, 108]. Finally, the second law allows the following non-trivial combination of
the parameters as well:

I1 = E1 − τE0 ≥ 0, I2 = E2 − τ I1 ≶ 0. (78)

The parameter I1 is called index of damping and I2 being the index of inertia. The
above relations exclude a fewmodels on the thermodynamical ground, i.e., otherwise,
the second law would be violated. On the other hand, the case of I2 > 0 includes
the possibility of local rheological resonance that is an entirely different one than
the one which called elastic resonance where the elastic waves are in tune with the
excitation [22].

From a practical point of view, the rheological modeling is not that straightfor-
ward. Besides the difficulties in the experiments—for instance: uniaxiality, temper-
ature effects, determining and maintaining the boundary conditions [21, 24, 109]—
the theoretical background is more diverse and can depend on the material type in
question. For example, the book of Mewis and Wagner [110] deals with colloidal
suspensions by introducing power-lawmodels. The book of Chhabra and Richardson
[111] gives a better insight into the engineering aspects, independently of the mate-
rial structure. We also note here an interesting future application of rock’s rheology
regarding the next generation gravitation wave detector, called Einstein Telescope
[112]. Since it is planned to be an underground detector, it becomes vital to filter the
corresponding noise sources that arise due to the rheological behavior [113, 114].
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Chapter 3
Applications in Renewable Energy

1 Sustainable Power Generation

When people talk about traveling to the past, they worry
about changing the present by doing small things, but
pretty much no one in the present thinks that they can
change the future by doing something small.1

The consequences of climate change are affecting our everyday life with increasing
presence around us [1–4]. Hence, wise resource management is inevitable since our
current consumer habits endanger humanity in the long term. The increasing level
of oceans [5], the flooding rivers, more frequent wildland fires [6], more intense
tropical cyclones [7] are causing continuously increasing problems. If the fossil
fuel utilization is summed up with the caused losses [8], it becomes apparent that a
dramatic change is required in the energy industry to mitigate the global warming
[9] and survive our ever-increasing hunger for energy that is our challenge for this
century. The other solution, i.e., using geoengineering tools [10], might cause even
larger problems since they were not tested before, and there are only simulation
results available.

Following the motivation above, a toolbox is prepared for engineers to get a
glimpse to renewable energy technologies. This chapter starts with the discussion
of solar and wind energy utilization. Even though there are other renewable tech-
nologies present like tidal power plants and water turbines, the thermal engineering
approach of these solutions correlates well with that of wind turbines since mechan-
ical movement is used for energy generation. Then combustion is discussed since
several manufacturing processes require concentrated thermal power besides domes-
tic heating and power generation. It is apparent that the number of combustion devices
has to drop drastically in the upcoming decades, however, they will remain in use in
several industries.

1Source reddit.com/r/Showerthoughts, 05/11/2016.
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The focus in the following yearswill be on the utilization of otherwisewasted heat.
Consequently, devices utilizing few tens to few hundreds ◦C temperature difference
already gain an increased attention. Their efficiency ranges between 5 and 20%,
nevertheless, it is significantly more than zero. Therefore, the building blocks of
thermal cycles are discussed lastly to allow the reader to design a new device which
revolutionizes the energy industry.

2 Solar Energy Utilization

Solar energy utilization in industrial scales went through a rapid development since
the millennium [11–13], and the trend goes on. The price of a solar cell is contin-
uously decreasing as the demand for them is increasingly growing [14–16]. These
effects together lead to positive influence on both economy and sustainability [17]
and decreasing the carbon footprint of its production [18–20]. Solar collectors prin-
cipally generate heat energy which can be used either for hot water production or
steam generation for industrial processes [21] or driving a steam turbine to gener-
ate electricity [22]. Even though Concentrated Solar Power technology can be used
for electricity generation with higher efficiency than photovoltaic panels, the more
complicated system is less popular among investors [23]. The obvious advantage of
solar collectors is that the heat transfer medium can be stored, hence, a seamless and
predictable operation can be ensured.

Therefore, the present section highlights solar collector technology at first since
it is a good platform to start with thermal system analyses. Then solar cells are
discussed which development is driven by surface and material technologies. There
are alternative solar energy utilization solutions like the solar chimney [24, 25],
however, they are omitted now due to their low efficiency compared to the two
flagship technologies.

2.1 Solar Collectors

Theprincipal existing and emerging concentrated solar power technologies are shown
in Fig. 1. The difference between them is how the heat of solar radiation is concen-
trated on the working fluid (if it performs work, e.g., drives a steam turbine) or on
the heat transfer fluid (if only its heat is utilized, and the medium does not perform
work in the thermodynamical sense). While Parabolic Trough Collectors (PTC) are
complete units which are easily scalable [11, 26, 27], Solar Towers can be used
as complete units and they usually associated with high thermal/electric power [28–
31]. There were gaps in small-scale concentrated and scalable concentrated solutions
which were filled by the Linear Fresnel Reflector [32–34] and the Parabolic Dish
[35–37]. Note that the cited references after the mentioned technologies provide a
good starting point for deeper details on design and technology advancement. Either
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Fig. 1 Notable existing and emerging concentrated solar collector technologies [29]. With per-
mission

industrial or domestic solar collector type is used, their surfaces need frequent clean-
ing to maintain their high operational efficiency [38].

Figure2 shows the use of PTCs for steam generation. Pranesh et al. [21] summa-
rized several technological processes in the temperature range of 60–260 ◦C where
this technology can be efficiently used. Therefore, various industries may exploit the
advantage of these systems. For continuous operation, a thermal storage tank is nec-
essary that can be easily solved in the double-loop circuit. Hence, the disadvantage
of the direct steam generation is its sensitivity to the variation of the solar flux during
the day.

The steamgeneration is awell-controlled process in boilers.However, the problem
of dry-out causes severe damage to the system [39, 40], hence, the steam in the drop
tube always should be in the wet regime. PTCs generate steam in the same way, the
phases of water evaporation in a tubular flow is shown in Fig. 3. The difficulty arises
when the solar flux fluctuates which is otherwise a natural phenomenon. Therefore,
direct steam generation is hard to implement into most practical systems.

The optimization procedure of a Central Receiver System solar collector is shown
in Fig. 4. The first step is the determination of the optimal solar flux distribution [41–
43], then the field layout has to be optimized [44–46].

The following two types are domestic solar collectors. They feature no moving
parts to track the movement of the Sun, and they can be easily installed on rooftops.
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Fig. 2 Parabolic Trough Collector system for industrial processes. Left: indirect, right: direct steam
generation [11]. With permission

Fig. 3 Boiling inside the collector tube [11]. With permission

Fig. 4 Optimization steps of a Central Receiver System. Flux distribution prediction (left) and
heliostat field optimization (right) [29]. With permission

The first one is the flat plate collector, shown in Fig. 5. Since this device requires no
specific components, it is easy to manufacture them even at home. Students often
build them fromempty aluminumcans [47, 48]with a nicknameof beer collector. The
glass cover produces greenhouse effect to enhance solar flux utilization. These units
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Fig. 5 Schematic drawing of a flat plate solar collector [53]. With permission

Fig. 6 Schematic drawing of
a vacuum tube solar collector
[53]. With permission

usually have low performance [49, 50], compared to other solar collector designs.
However, this technology is excellent for drying food or seeds [51, 52]. It is worth to
mention an old and simple variant which is used in weekend houses where there is
no warm water. A large barrel is painted black, and the Sun heats the water up inside
that is enough for a short shower for few people at the end of the day.

The vacuum tube solar collector, shown in Fig. 6, is an advanced domestic solar
collector variant which features few expensive technologies. They are the evacuated
tube, the heat pipe, and the absorber material around the heat pipe. If the glass breaks
accidentally, usually only the heat pipe can be reused which is not environmental
friendly. In addition, the payback period significantly extends if a replacement is
required. To enhance the solar flux utilization, theymay comewith a parabolic mirror
plate. The optimal tilt angle setup of vacuum tube solar collectors is discussed by
Tang et al. [54]. They offer higher operational flexibility and efficiency than flat plate
collectors as they are less affected by the incidence angle of the Sun [55, 56].
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Fig. 7 Schematic drawing of
a hybrid solar cell/collector
[53]. With permission

Fig. 8 Modeled efficiency
of vacuum (solid line) and
air-filled (dashed line)
Parabolic Trough Collectors
and their comparison with
experimental data. The
abscissa shows the inner
minus the ambient
temperature in ◦C [29]. With
permission

The last example is a hybrid solution where both electricity and heat is produced,
shown in Fig. 7. Currently, this variant is not competitive in price for domestic use,
however, it has great potential if the design can be efficiently integrated into build-
ings [57]. Since the efficiency of photovoltaic cells decreases with the increasing
temperature, this solution offers the advantage of cell cooling while the heat is also
used [58]. In addition to the flat plate design, the concept can be realized by using a
parabolic concentrator as well [59].

All solar collectors work most efficiently when their core temperature is close to
the ambient temperature, shown in Fig. 8 through the example of a PTC. This ensures
the least emitted heat to the ambient.
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A slight increase in thermal efficiency of solar collector systems can be achieved
by enhancing the heat transfer coefficient between the collector and the heat transfer
fluid. It can be done by adding nanoparticles into the fluid [60, 61] which is called
nanofluid. Even though the physical effect is present [62], it is still unclear that
this technology is commercially viable or not. Beyond its production cost, the poor
long-term stability of these fluids [63, 64] and the increase in the pumping energy
demand due to the enhanced viscosity [65, 66] are also drawbacks. Bubbico et al. [67]
concluded that stainless steel is resistant to the corrosion caused by the nanoparticles
which is an indirect effect on cost increase of such solar collector systems.

2.2 Solar Cells

By covering only 0.1% of the Earth’s surface with solar cells with only 10% effi-
ciency, all of our energy demandwould be covered [68]. There are numerous research
papers dealing with solar cell price reduction [15, 69, 70], however, its end-of-life
treatment is not solved at the industrial level [71]. Nevertheless, there are promising
technologies on the horizon [72–75].

The development of solar cells is focusing around three main fields. They are the
efficiency increase [76–78], surface coating processes [79–81], and layer stability
for long-term use [82–84]. The next boom in the solar industry will be the upscaling
of perovskite solar cell production [85] which has been started intensively about ten
years ago, and the first production facilities have been built. The advantage of this
mineral is that the production requires around 100 ◦C instead of 400–1400 ◦C like
in the case of silicon-based cells [86]. Even though the silicon cells have higher
efficiency, the manufacturing cost of the perovskite cells is a fraction of that which
is unbeatable [86]. Multijunction cells provide the outstanding efficiency [87, 88],
approaching50%.However, they are too expensive for large scale use, hence, efficient
solar spectrum utilization with a single cell is a reasonable way of efficiency increase
[89]. Figure9 shows the solar absorption of a silicon cell, highlighting the physical
limitations. The structure and absorption range of a triple-junction solar cell is also
shown.

From thermal engineering point of view, proper thermal control of solar cells can
be done to ensure high efficiency [90], otherwise, there is not so much thermal aspect
of this technology. As it was mentioned in Sect. 2.1, a hybrid solar cell/collector is an
excellent choice for this purpose. The thermal balance of a solar cell is the following
under steady-state operation:

Q̇abs = Q̇in − Q̇refl = Pel + Q̇heat, (1)

where subscripts in order mean absorbed, incoming, reflected, and electric (power).
The solar fluxwhich is converted into heat heats the cell upwhile the ambient absorbs
the emitted heat.
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Fig. 9 Solar energy utilization by a silicon cell (left), and a triple-junction cell, indicating the
wavelength absorption ranges of the layers (right) [89]. With permission

2.3 Example: Flat Plate Solar Collector

This subsection is divided into two parts. Firstly, a routine calculation is presented
to determine the necessary solar collector area for domestic hot water production.
Then the thermal balance of a flat plate solar collector is calculated, using a single
node approximation which is the simplest method in thermal analysis.

The first step of solar collector sizing is the estimation of the daily hot water
demand. If this is a family house or a smaller one, it is advised to have another source
of hot water for appropriate system flexibility [91–93]. If the hot water demand is
given, multiply it with a safety factor, i.e., by 1.2. Assume that the result is 500 l
since it is a twin house for two families. This volume can be the same as the volume
of the storage tank, Vt . Multiply the result with the specific heat of the water and the
temperature difference between the hot and cold water that is usually around 40 ◦C
to have high enough water temperature and low thermal losses. The heat stored in
the tank is

Qt = Vt · ρw · cw · �T = 84 MJ = 23.3 kWh, (2)

where ρw = 1000 kg/m3 is the density, and cw = 4200 J/(kg·K) is the specific heat
of water. �T = 40 ◦C was used. The next step is the search for the average global
irradiation in online map databases. Take the three worst consequent months and cal-
culate the average of them. For a slightly cloudy central European city, it is around
SR = 2 kWh/(m2·day). The collector efficiency is always given as a chart by the
manufacturer. Now let’s assume that it is ηc = 0.65. The system efficiency is esti-
mated as ηs = 0.85 that incorporates all the thermal losses in the pipe network of the
building. Then the collector yield

Cy = SR · ηc · ηs = 1.105 kWh/
(
m2 · day). (3)

Lastly, the required collector area can be calculated
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Fig. 10 The solar collector and its thermal connections to the ambient

AC = Qt/Cy = 21.12 m2. (4)

This valuemeans 100%solar energy coverage of the hotwater demand. If it is reduced
to, e.g., 60%, which is often suggested by the vendors, the resulting collector area
will be 12.67 m2. Finally, the best tilt and orientation of the collector is chosen,
considering the orientation of the building and the roof structure. In the case of
vacuum tube solar collector system, it has a relatively low sensitivity to the tilt angle
unless it is orientated to south in the northern hemisphere or to north in the southern
hemisphere.

The flat plate solar collector to be analyzed as a concentrated parameter model
is shown qualitatively in Fig. 10. In this example, the analysis procedure will be
detailed step-by-step, unlike in the case of later examples. The goal of this analysis
is the determination of the collector efficiency and the mass flow rate of the produced
warm water which can be stored.

The first step is sketching the problem, including the relevant bodies. Then the
boundary of the thermal system is chosen. In this case, the system does not move
or deform. Therefore, the boundaries can be fixed during the analysis. Presently,
steady-state operation is assumed as all the boundary conditions are continuously
present, and the daily variation is not important in this calculation phase. Hence, the
mass and specific heat of the collector can be neglected; the only required material
parameter for solid bodies is their thermal conductivity.

The collector in this example is assumed as 1m wide and 2m long, therefore,
the absorbing surface area is As = 2 m2. The thickness of the case is chosen as
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0.1 m. The tilt angle is γ = 30◦, and the incidence angle modifier is Kγ = 0.95.
The direct normal irradiance is DNI = 700 W/m2; and the ambient temperature
is T∞ = 25 ◦C. The thermo-optical properties of the glass cover are absorptivity,
αr = 0.04, reflectivity,ρr = 0.08, and transmissivity, τr = 0.88.Abrief fundamental
overviewon thermal radiation can be found inChap. 4while the equations are directly
applied here. For details on the fundamentals of conduction, see Chap. 2. Convection
is calculated directly by using Newton’s law. For fundamentals, see Ref. [94].

The incoming heat is

Q̇in = DNI · A · cos (γ) · Kγ · τr = 1014 W. (5)

In the next step, the thermal balance equation is written as

d (c · mc · T )

dt
= Q̇λ + Q̇h + Q̇r + Q̇abs − Q̇in, (6)

where c is the specific heat and mc is the mass of the collector. Subscripts λ, h, r,
and abs refer to conduction, convection, radiation, and absorbed by water (sunk heat
in the analyzed system). The thermal balance of any solid part of a concentrated
parameter system should contain all these terms. Nevertheless, Eq. (6) can be—and
usually is—simplified. The left side of the equation is zero since the present case is
steady. The thermal conduction loss can be calculated by using the Fourier’s law

Q̇λ = −λal · Aframe · grad (T ) � λal · Aframe · Tbp − T∞
δframe

, (7)

where δframe is the length of the frame and subscript bp notes the collector backplate.
Assuming that the collector is installed on a roof with four 0.2m long aluminum
frames (λal = 237W/(m·K)) with 0.001 m2 cross-section each, and the backplate of
the collector is Tbp = 27 ◦C, the resulting heat loss via conduction is Q̇λ = 9.48 W.
Since this value is <1% of Q̇in, such terms are usually neglected. Nevertheless, the
present calculation will feature it. By using warm water outlet temperature, Tw,o =
65 ◦C as a design parameter, the absorber surface temperature

Ta = Q̇abs · δa

λal · As
+ Tw,o = 65.1 ◦C, (8)

where δa = 0.1 m was assumed as an effective conduction length. Since Q̇abs is a
result that depends on later calculation results, iteration is required. For an initial
guess, ηc = 0.73 = Q̇in/Q̇abs was used from Fig. 8. Due to the high conductivity
and low characteristic length, a single iteration step was enough to get Ta . In reality,
Ta has a spatial distribution, and thermal conduction between the absorber surface
and the glass heats this latter part up since there is air between them. This complex
phenomenon is nowomitted, and to compensate the conduction loss, it is assumed that
Ta ∼ Tw,o. Next, thermal radiation is calculated which begins with the determination
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of the temperature of the glass, Tg .

Qr,a = σ0 · εa · ϕa→g · As · (
T 4
a − T 4

g

) = σ0 · εg · ϕg→∞ · As · (
T 4

g − T 4
∞

)
, (9)

where σ0 = 5.67 · 10−8 W/(m2·K4) is the Stefan-Boltzmann constant, the view fac-
tors, ϕa→g and ϕg→∞ are assumed as unity, and the emissivity of the absorber, εa ,
is also unity while that of the glass is 0.9 in the infrared regime where these bodies
emit the most heat [95]. Solving for Tg gives 48 ◦C. Then the radiation loss of the
absorber plate can be calculated which is 278.3 W. Finally, convection losses are
determined as

Q̇h = h · As · (Th − T∞) , (10)

where Th is the effective temperature of the collector from thermal convection point
of view. The surface area of the case is 2.6 m2, hence by multiplying Tbp with this
area and Tg by As , then dividing by the total surface area, Th = 36 ◦C is the result.
Note that this simple weighting could be done because Qh linearly scales with T . The
heat transfer coefficient, h, is calculated by using Eq. (5) from Ref. [96], Subsection
F2.2:

h =
[
0.56 · (Rac · cos (γ))1/4 + 0.13 ·

(
Ra1/3 − Ra1/3c

)]
· λair/L = 3.25 W/

(
m2 · K

)
, (11)

where Rac = 108 is the critical Rayleigh number at γ = 30◦ [96], λair = 0.02624
W/(m·K) is the thermal conductivity of air, and L = 2 m is the characteristic length
of the solar collector. Ra is the Rayleigh number, calculated by Eq. (12)

Ra = g · βair (Th − T∞) · L3/ (νair · αair ) = 7.5 · 109, (12)

where g = 9.81 m/s2 is the gravitational acceleration, βair = 0.00338 1/◦C is the
thermal expansion coefficient of air, νair = 15.52 mm2/s is the air kinematic viscos-
ity, and αair = 21.95 mm2/s is the air thermal diffusivity. Hence, Q̇h = 166.2 W is
the conductive loss. A final term, the radiation loss of the backplate is calculated

Qr,bp = σ0 · εbp · ϕbp→∞ · Abp · (
T 4
bp − T 4

∞
) = 15.8 W, (13)

where εbp · ϕbp→∞ = 1. By subtracting all the losses from the incoming heat power
the absorbed heat by the water is

Qabs = Q̇in − Q̇r,a − Q̇r,bp − Q̇h − Q̇λ = 543.9 W. (14)

Hence, the collector efficiency is ηc = 0.54. The mass flow of water that can be
continuously heated up to 65 ◦C under these conditions is

mw = Q̇abs

cw · (
Tw,o − T∞

) = 3.24 g/s, (15)
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where cw = 4200 J/(kg·K) is the specific heat of water. Real pumps have low effi-
ciency in such a small size, therefore, larger ones are used which operate intermit-
tently. In addition, the heat-storing procedure is also depending on the layout of the
collectors. Note that Eq. (11) was calculated by assuming still conditions. However,
when the wind starts blowing, the heat transfer coefficient significantly increases.
At 1 m/s h = 5 W/

(
m2 · K)

while h = 13.2 W/
(
m2 · K)

at 3.5 m/s. Hence, Q̇h in
Eq. (6) becomes too large, and the temperature of the water will not reach the desired
Tw,o = 65 ◦C. Since this wind speed is quite common in central Europe, solar col-
lectors are not effective as in this region as in southern landscapes, and the return
period of the investment becomes excessive compared to other renewable technolo-
gies. Nevertheless, the latter wind speed is high enough to start spinning up a wind
turbine which is discussed next.

3 Wind Turbines

Wind turbines are the most iconic representatives of the revolution in the energy
industry towards a sustainable future. Beyond numbers on their efficiency and gen-
erated power, its social acceptance is a critical part before deploying a unit/farm [97–
101]. To ensure the trust of the public in the technology, the possibility of injuries
and damages in civil buildings and infrastructure must be assessed and considered
during the selection of location [102–104]. Themost notable impact of wind turbines
on the people living nearby is the generated noise by the blades which may lead to
discomfort and health issues [105–108].

When the society supports the building of wind turbines, its best location has
to be selected, considering multiple factors [109–111]. This is the phase where the
decision can be made based on objective numbers. The first step is considering the
wind potential of the location [112–114]. Besides the cost of the product, the cost of
foundation [115–117] and installation [118, 119] is also considerable. In addition,
transportation may be challenging as well [120]. Another aspect of wind turbine
installation is its impact on biodiversity that should also be taken into account [121–
123].

Wind energy is emerging as a renewable power source in the mainlands since
the relatively low price of fossil fuels favors thermal power plants. Nevertheless, the
increasing carbon dioxide allowances [124] slowly turn the policies. The situation
is intensified in islands where the high cost of fossil fuel transportation makes the
use of renewable energy an economically preferred option. Hence, these regions are
the incubators of sustainable technologies [121, 125–127]. Figure11 shows a wind
farm in Faial Island, a member of the nine islands of the Azores.

Wind turbines are usually installed in farms, consisting of numerouswind turbines.
Even though the wind potential is known, designing the optimal layout is not a trivial
task as every turbine has a wake that reduces the extractable power by all the turbines
downstream [128–130]. Using advanced algorithms, it is a possible outcome of an
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Fig. 11 Wind farm in the Azores

analysis that the maximumwind energy utilization can be achieved by shutting down
some turbines in an existing wind farm under certain circumstances [131].

The cause of relatively lowwind speed above the ground is the atmospheric bound-
ary layer which is also disturbed by natural and artificial obstacles, leading to lower
power generation [132–135]. A solution to this problem is building flying power
plants as the wind speeds are significantly higher above. Even though there are sev-
eral excellent ideas present [136], none of them was able to achieve an international
breakthrough yet; the market is dominated by the horizontal axis wind turbines.

The generated power by wind turbines can be calculated as

P = CP · 1
2

· ρ · v3 · A, (16)

where P is the output (electric) power, CP is the power coefficient, ρ is the density
of air, v is the wind speed, and A is the area of the rotor. According to Betz’s law, the
maximum value ofCP is 16/27 which cannot be increased by any means. It is also an
outcome of Betz’s law that the wind cannot be stopped. In wind turbine literature, all
the losses are put into CP , hence, the reader rarely can find detailed information on
the efficiencies of various parts. From the theoretical point of view, CP is the overall
efficiency of the unit, considering both theoretical and practical limitations.

3.1 Thermal and Mechanical Diagnostics of Wind Turbines

Equation (16) tells that if there are ideal components used in the wind turbine, energy
generation can be realized as an isothermal process. Hence, there would be no reason
to perform thermal analyses. This finding anticipates that thermal-related problems
do not necessarily originate from design issues. Instead, they are the cause of wearing
components which approach their end of life; this is the motivation of this subsec-
tion. Consequently, excessive temperature at any moving part of the wind turbine
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apparently originates from a mechanical or electrical defect. Since no personnel is
required to operate a wind turbine, diagnostics is critical to facilitate problem mit-
igation before spectacular unit failures. Today, it means online monitoring systems
to allow the use of each component until they approach their end of life. To ensure
reliable operation when they are aged [137], diagnostics and control algorithms are
connected [138–140]. A spectacular example for this phenomenon is the effect of
dust, ice, or insect accumulation on the blades [141, 142] which notably decrease
the output power, even if a thin layer is covering the blades.

Figure12 shows themain components of a horizontal axis wind turbinewhichwill
be analyzed from thermal point of view in Sect. 3.2. The pitch angle of the blades is
the most important parameter which allows the control of the extracted power from
the wind [143]. It is set to a very steep angle, where the blade chord is almost parallel
to the tangential velocity, to utilize the maximum power until the design point is
reached [144]. Then the pitch angle is increased to decrease the load of the system in
high-speed winds, maintaining the nominal electric output power. There is a limiting
wind speed above which the pitch angle is set to 90◦ to survive storms [102]. To
increase the operational flexibility of pitch angle control, fault-tolerant algorithms
can be used [145, 146].

All the further noted parts in Fig. 12 along the axis have losses which finally turns
into heat that increases the temperature of the components. The efficiency of bearings
typically exceed 99% [147], overloading, cracks, and material failure all causes
deformations which lead to wear. Hence, its efficiency decreases, and operating
temperature increases [148]. At elevated temperature, the lubricating grease might
flow out, and the wearing process speeds up, shortly resulting in shaft stopping if
not detected and counteracted in time. For its lower failure tendency, recent wind
turbines feature tapered roller bearings [149]. The cheapest way to detect bearing
failure is the installation of a temperature sensor on its housing as all damages lead
to increased heat generation in this part. It even helps in detecting misaligned shafts
[150].

The most complex part of the wind turbine is the gearbox. They typically contain
planetary gear sets with ∼1.5% loss per stage [151]. Its full-scale measurement,
including thermal and mechanical aspects, was discussed by Fernandes et al. [152],
analyzing three power levels. Its condition monitoring is critical to find material and
mechanical defects [153–155]. Even though the efficiency of the gearbox is high,
it has a relatively small surface area, hence, it may require liquid cooling besides
convection by air. The high temperature principally lowers the oil viscosity which
may then provide insufficient lubrication, leading to increased wear of the contacting
surfaces.

The electric generators also feature bearings which might cause operational prob-
lems. Beyond mechanical issues, electromagnetic vibration can also lead to failures
[156]. The principal heat source of the generators is the Joule heating of the electric
wires, which has to be considered during the design procedure. Tomitigate this effect,
superconductors can be used, however, there are still several issues to solve before
its application in a wind turbine [157]. The degradation of insulation is a notable
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Fig. 12 Main mechanical components of a horizontal axis wind turbine [143]. With permission

source of generator failures. Nevertheless, online frequency response analysis with
appropriate filtering is a suitable tool for early detection [158].

In the case of every complex and expensive machine, the operation should include
preventive mechanisms to avoid excessive costs of repairing. However, there is a cost
optimum between fully preventive and repair-based maintenance strategies, shown
in Fig. 13.

To address the tendency of each component to failure, there are three approaches
available. They are failure analysis, reliability analysis, and risk analysis [159]. If
there is enough data, Fuzzy logic-based analysis also can be performed [160] to
highlight design problems. In addition to focusing on past failures, the estimation of
the fatigue load is also an excellent approach [161] to evaluate operating turbines.

An overview of common failures is shown in Fig. 14. Since the energy conversion
of awind turbine can be assumed as an isothermal process, there is no direct reference
to thermal issues. If this is approached from the other side, i.e., which problem
might not originate from thermal issues, only the yaw system and rotor blade failure
categories can be named. Therefore, thermometers, as they are the cheapest sensors,
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Fig. 13 Costs associated
with traditional maintenance
strategies [143]. With
permission

Fig. 14 Typical wind
turbine failure causes and
their relative frequency. Data
reproduced from [143].
With permission

are suggested to put on several locations across the turbine to allow the monitoring
of each component. Redundancy is always advised for critical parts.

3.2 Example: Thermal Network Analysis of a Wind Turbine

A 136 kW horizontal axis wind turbine is analyzed where the nominal power is
reached at 8m/s wind speed. The aerodynamic losses are now neglected since this
example focuses on thermal issues. Figure15 shows the Sankey diagram of the ana-
lyzed system and Table1 summarizes the efficiencies of the highlighted components,
including the limitation by Betz’s law. The resulting CP is 0.489, which is a high
value and characterizes modern wind turbines [162, 163].

This example will be solved by using the thermal network (TN) modeling
approach. Recalling Chap.1, it is a concentrated parameter method where the system
is divided into several subcomponents which are handled as a single node. The heat
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Fig. 15 Sankey diagram of the example wind turbine. HS and LS mean high-speed and low-speed,
respectively

Table 1 Efficiencies of the
wind turbine components

Betz limitation 16/27

Thrust bearing 0.995

Gearbox 0.98

Generator 0.85

transfer is evaluated between them and the ambient. Here, the system was divided
into five parts, and heat generation is present in four of them. They were the front
part of the nacelle (FN), the gearbox (GB), the rear part of the nacelle (RN), and the
generator (GE). Since thermal radiation plays a notable role, the cover (CO) was the
fifth part. The calculationswere performed inMatlab Simulink software environment
which also allows a spectacular representation of the problem to be solved.

Figure16 shows an overview of the system. There are three columns with several
subparts which were colored to provide a smoother workflow. For simplicity, all the
variables were linked to the appropriate boxes by using a from-goto pairs. Hence, if a
variable hasmultiple occurrences, this solution allows awire-freework, resulting in a
cleaner workspace. The top left box contains the input efficiencies of Table1 and the
input power. The output parameters of this box are the volumetric heat generations.
The input power is analyzed as a constant value and a temporal function, using real
wind speed data. It should be highlighted at this point that Eq. (16) contains the cube
of the wind speed. Therefore, rough and linear estimations both fail in modeling the
wind turbine output power when sparse data is available. There is no internationally
accepted guide for the sampling frequency, however, 10–15 s might be enough for
a fair estimation. Consequently, free online weather databases, which contain 3h
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Fig. 16 Overall view of the thermal network model

data, are useless for mapping the exact wind potential and evaluating the economic
feasibility of building a single wind turbine or a farm.

The yellow area summarizes the heat capacities, i.e., the product of the mass, mc,
and specific heat, c, of various components. It is assumed that they do not change
over time, hence, Eq. (17) has to be solved for each node:

dT

dt
= 1

c · mc
· (
Q̇v + Q̇λ + Q̇h + Q̇r

)
, (17)

where Q̇ is the thermal power. Subscripts v, λ, h, and r refer to volumetric heat
generation, conduction, convection, and radiation, respectively. Light blue, red, and
green boxes represent thermal conduction, convection, and radiation. The parameters
were defined in the first column, and the calculation of the resulting thermal powers
was performed in the second and third columns which have the same color. The heat
conduction equation is

Q̇λ,1→2 = −λ · Aλ · T2 − T1
δ

= λ · Aλ · T1 − T2
δ

, (18)
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where λ is the thermal conductivity, Aλ is the effective contact area of the two bodies
with T1 and T2 temperatures. The last term is the temperature gradient over a δ
distance between the bodies. Convection is calculated as

Q̇h,1→∞ = h · Ah · (T1 − T∞) , (19)

where h is the heat transfer coefficient; ∞ denotes the far-field temperature near
part 1, and Ah is the effective area of convection. Following Ohm’s law of electric
conductivity, a similar equation can be formed for conduction and convection, i.e.,

Q̇ = �T/θ, (20)

where θ is the thermal resistance. It is θλ = δ/ (λ · A) and θh = 1/ (h · A) for con-
duction and convection, respectively. Since both processes proportional to T , this
parameter might simplify the problem-solving. However, it is omitted in the present
analysis since radiation is also significant where θr = θr

(
T 3

)
, which does not help

a lot and might easily lead to model building user mistakes when the system is
large. Nevertheless, the use of thermal resistances is reasonable when there is con-
tact resistance present between two surfaces. In this case, the conductivity of the
thermal resistance, similar to the dimension of h, is introduced. The contact resis-
tances are omitted in the present analysis. If such a problem occurs, there are various
thermal greases available on themarket. There are products which are also good elec-
trical conductors and others which are good electrical insulators. Thermal radiation
is calculated as

Q̇r,1→2 = σ0 · ε1→2 · ϕ1→2 · A1 · (
T 4
1 − T 4

2

)
, (21)

where ε is the common emissivity, and ϕ is the view factor. For more details on
thermal radiation see Chap. 4. Tables2, 3 and 4 summarize all the used parameters
in this calculation.

Since the model is complete, thermal analysis can start. 20 ◦C ambient tempera-
ture is assumed in all the presented cases. Firstly, the steady loading is analyzed at
10% and 100% of the rated power. Figure17 shows the first case. Here, the maxi-
mum temperature is 65 ◦C, which is reached by the generator since it has the lowest
efficiency. Hence, the volumetric heat generation is the highest at 1.765 kW. As for
the other parts, the generated heat is practically absorbed by the ambient via natural

Table 2 Masses, heat capacities, and heat transfer parameters of the model

Part m (kg) c (J/(kg·K)) Ah (m2) h (W/(m2·K)) T∞,h (◦C)
FN 140 500 3 12 20

GB 1000 500 3 5 25

RN 1000 500 3 12 35

GE 800 500 2.5 12 40
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Table 3 Parameters of thermal conduction calculation

Contact λ (W/(m·K)) δ (m) Aλ (m2)

FN→GB 15 0.2 0.03

GB→GE 15 0.2 0.03

GE→RN 15 0.2 0.15

Table 4 Parameters of
thermal radiation. amb
denotes the ambient

Contact ε1→2 ϕ1→2

FN→CO 0.8 0.05

GB→CO 0.8 0.5

GE→CO 0.8 0.3

RN→CO 0.8 0.15

CO→amb 0.5 1

Fig. 17 Temperature history of all nodes at 10kW electric power

cooling. There is an error in this calculation, namely, the temperature of CO that
exceeds that of GE in the initial phase. This is due to the constant assumed temper-
ature of the far-field in the calculation of convection. There are numerous ways to
eliminate this non-physical behavior, e.g., by defining this temperature based on the
generator temperature. However, this is omitted now in favor of simplicity.

Figure18 shows the temperature distribution at a constant 100 kW electric power
operation. The trends are similar, however, the maximum temperature here is 240 ◦C.
This value is not high for metal parts, while plastics may melt at this temperature,
including insulating materials, and if the generator has permanent magnets in the
rotor, their temperature has to be checked to remain below the demagnetization
temperature. Nevertheless, roughly 8 h are required to get to the final temperature.
In most regions in the mainland, this constant wind loading is rare, hence, the wind
turbine is analyzed next with real wind temporal data. Nevertheless, a wind turbine
has to survive the long presence of its nominal loading.
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Fig. 18 Temperature history of all nodes at 100kW electric power

Fig. 19 Sample weather
data at LHKV airfield,
downloaded from the daily
database of idokep.hu.
Range: 15 December
13:00–16 December 10:00,
2018. Data was made
available by Cirrus Hungary
Kft.
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The used wind data was converted into electric power, using CP = 0.489 and
rotor diameter of 34 m. The result is shown in Fig. 19. The amplitude of wind speed
fluctuation was low, however, P ∼ v3 amplified it. The power was zeroed below
2 m/s. According to the data, there was a 5h period where the wind was strong
enough to drive the turbine; after that, it was practically zero for the rest of the day.

The 5h operation at various power proposes that the maximum generator tem-
perature will remain well below 240 ◦C. The results are shown in Fig. 20. The peak
temperature here is 120 ◦C which then approaches the T∞ temperatures, shown in
Table2.

It can be concluded that the model worked appropriately and provided the desired
temperature maps. However, in reality, the heat is generated in small parts which
are in contact with larger parts. Hence, further elements can be introduced to the
calculations to get a more realistic temperature distribution of the critical parts. Such
a model is excellent to perform preliminary analyses based on the expected location
of a single wind turbine or a wind farm since the run time on a single processor
thread was about 1 s. In addition, the operating parameters can be adjusted based
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Fig. 20 Temperature history of all nodes at real wind conditions

on sensor data, discussed in Sect. 3.1. Hence, this digital twin of a real wind turbine
also allows the proper scheduling of the maintenance if a component approaches its
end of life.

4 Combustion

Combustion is far the most complex phenomenon discussed in the present book.
Hence, this paragraph contains a few comprehensive references for more details on
various topics. Besides thermodynamics and heat transfer, it involves principally
chemistry [164–166]. Due to the practical scales, combustion can be modeled [167]
by using the continuum-based physical approach [168, 169]. To understand the phe-
nomenon from the application side, see Refs. [170–172]. Since gas turbines are the
most complex heat engines produced in a large volume today, understanding their
principles and challenges helps a lot in other applications as well [173]. For a detailed
definition of combustion-related terms and properties, see Ref. [170].

4.1 Why Combustion Is Still Important?

Fossil fuels accounted for roughly 86% of the primary energy use in 2015 [174] with
increasing utilization tendency. However, the will is present to substitute fossil fuels
with renewable ones [175], there are no economically viable alternatives present, even
though fuel cell and electric technologies are rapidly developing [176, 177]. This
trend, along with the introduction of other renewable power technologies, is pushed
by the rapidly increasing CO2 allowance price [124]. The high energy density in
both mass and volume is crucial in aviation. Hence, the long-term strategy seems
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to be the use of various biofuels [178, 179]. Nevertheless, this scenario raises the
question of food security [180]. Proper alteration of the oxygen content of the air
practically eliminates NOX emission. A notable technology for this purpose is oxy-
fuel combustionwhere the combustion temperature can be high for increased thermal
efficiency [181, 182], and furthermore, the CO2 content of the flue gas can be easily
separated and stored instead of emitting it to the atmosphere. Another solution is
the recirculation of the flue gas to dilute combustion air, leading to notably lower
overall oxygen concentration in the oxidizer medium side while its temperature is
increased, facilitating the ignition of the fuel. There are several names available in the
literature for this concept; the most widespread one today is flameless combustion
[183]. To avoid carbon dioxide emission, ammonia combustion gained increased
attention recently [184, 185].

As a consequence, it is certain that combustion engines will remain in service for
long decades. In addition to technical challenges, it also takes a long time to build the
necessary infrastructure and support services for electric city cars only; the situation
in long-distance transport is a more complex problem [186] as current battery tech-
nologies provide roughly one hundredth energy density of that of hydrocarbon fuels.
Consequently, the authors found it important to discuss combustion in the framework
of the present book as well.

4.2 Combustion Aerodynamics

Before jumping into the details of the combustion process, the present subsection
briefly summarizes the corresponding aerodynamics [187]. Its importance was first
recognized by the Sorbonne University who asked Theodore von Kármán to give a
lecture on combustion for the 1950/51 school year. Prior that, this science consisted
of the chemistry of flames on one side, and applied engineering through trial and
error on the other side. Aerodynamics was the bridge between the two fields, hence,
giving birth to modern combustion science. Even though the computational tools
[188–190] and the laser measurement techniques [191–194] show an ongoing rapid
development, the foundation of principles and approaches date back to the ’50s.

Steady combustion needs a continuous supply of fuel and oxidizer; while the
location of the flame front depends on the aerodynamics. If the flame propagation
velocity is exceeded by the velocity of the combustible mixture, the flame is pushed
downstream. When there no equilibrium position is reached, the flame will be blown
off. The other case, when the flame propagation velocity is larger, the flame front
moves upstream, called flashback. Either of the two phenomena may cause severe
damage to the equipment.

Figure21 shows a section of a simple, modern burner. Fuel and air are mixed
before the inlet to minimize the pollutant emissions through homogeneous combus-
tion. A set of stator blades, called swirl vanes, add tangential velocity component to
the fuel-air mixture to form the flow field downstream. The central flame stabilizer
geometry is responsible for providing the appropriate mixture velocity that exceeds
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Fig. 21 Cross-section of a
gas-fired lean premixed
swirl-stabilized burner (left)
and a picture of a
liquid-fueled swirl burner
(right). The yellow flares are
caused by the burning
droplets
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Flame stabilizer

Fuel-air mixture
inlet

Combustion
chamber

Flame
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the flame propagation velocity to prevent flashback. The combustion chamber fea-
tures an increase in the cross section to allow ignition and provide enough room for
a stable flame. The presented flame stabilizer is a bluff body, which means that there
is a flow separation in its wake. It is the Inner Recirculation Zone (IRZ) in Fig. 21.
The conservation of momentum leads to the formation of a counterpart, the Outer
Recirculation Zone (ORZ). Their role is to recirculate hot flue gas and a small con-
centration of radicals which facilitate the ignition of the cold, fresh mixture. When
liquid fuel is utilized, it has to be atomized first [195–197] to facilitate the evapora-
tion of droplets [198] and mix well the fuel vapor with air to achieve homogeneous
and clean combustion.

The aerodynamics of the burner determines the flame shape, hence, the local
concentration of the fuel and oxidizer, the heat release rate, and emissivity. Con-
sequently, understanding the burner operation is necessary prior to performing any
thermal calculation on combustion chambers.

4.3 Governing Processes of Combustion

The aim of this subsection to provide the necessary knowledge of reaction kinetics
to thermal engineers to better understand this complex process. Instead of going into
deep details of the chemistry, only key phenomena are discussed here which help
in the understanding of the resulting thermal conditions. If there are large forest
which contains several combustible species under the open atmosphere that is rich
in oxygen, why a fire doesn’t start immediately?

In reaction kinetics, there is a 1000K limitation in temperature below which
combustion is considered as low-temperature, and above that, it is high-temperature
[199, 200]. The molecular structure plays a highlighted role in the lower regime,
causing, e.g., the knocking of internal combustion engines [201]. This section will
continue with high-temperature combustion since it is more common in the practice.
In this regime, principally the atomic composition counts. Hence, the combustion
characteristics of a fossil-originated fuel will be identical to that of a renewable fuel.
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Therefore, only the mass fraction of C, H, O, N, and S atoms, ash, and water content
of the fuel count in this case.

The fundamentals are presented via the net reaction of methane oxidation:

CH4 + 2O2 −→ CO2 + 2H2O + �H, (22)

where �H is the net heat of combustion. This quantity is available for various
species in online databases and textbooks [202, 203]. If CH4 is oxidized with air,
the appropriate amount of N2 can be added to both sides. Equation (22) is true
if combustion is perfect, so all the fuel and oxidizer are consumed. However, net
reaction equations are useful only when the combustion chamber is treated as a
black box. Even though fuel and oxidizer are mixed, there are further limitations of
combustion. These are:

• The concentration of the mixture is within the corresponding flammability limits,
i.e., if the mixture contains either fuel or oxidizer in a low concentration, the
reactions will stop and not initiate a chain reaction.

• There is high enough temperature to start the reactions. The ignition source can
be a spark [204] or a hot surface/gas to provide the necessary activation energy.

Therefore, chemical reactions do not occur instantaneously. The reaction rate, r ,
controls the heat release as follows:

r = k (T ) [A]m [B]n , (23)

where k (T ) is the reaction rate constant with temperature dependence. [A] and
[B] are the molar concentrations of the reactants. m and n are the partial orders
of a reaction which are determined experimentally. Note that they differ from the
stoichiometric coefficients. Reference [164] is recommended for further reading on
this topic. k typically follows the Arrhenius equation:

k = A · exp
( −Ea

� · T
)

, (24)

where A is the pre-exponential factor which is often multiplied by a power of T . Ea

is the activation energy and � is the universal gas constant.
The real oxidation of CH4 in air, considering pollutant formations, such as NOX,

is crucial in many practical applications as this is the core of all hydrocarbon mech-
anisms. The state-of-the-art reaction kinetic mechanism in this field contains 153
different species and 1639 reaction steps [205]. Hence, all the parameters of the
above equations need to be determined for each reaction, meaning a rather complex
system.

Anyone can download these reaction mechanisms or kindly ask the authors of a
paper to provide it, however, they are rarely practical unless a complete mechanism
is really necessary. To model combustion in, e.g., a computational fluid dynamics
code, simplifications are necessary since the transport equations need to be solved
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for all species in all cells in each step which easily lead to excessive computational
time. Here are few key tips to domesticate these large systems.

1. Know your mixture. If it is rich in fuel, even locally, the following reaction types
should not be omitted, using CH4 as an example.

CH4 + M −→ CH∗
3 + H∗ + M, (25)

2CH∗
3 −→ C2H6, (26)

where the asterisk denotes the radicals. Therefore, more complex species and their
oxidation mechanism should be considered in rich mixtures than the initially
available ones. This is the way how larger species form, finally leading to the
formation of soot particles in the absence of oxygen. The exact formation of soot
particles is under research, see Refs. [206–208] for further information on this
topic. Due to the complex structure of soot, it is usually modeled separately from
the main reactions.
If the mixture at the inlet port is lean enough, i.e., there is at least 3%more oxygen
present than it is necessary for the stoichiometric reactions, the mixture can be
considered as lean. In this case, the fuel species can be completely consumed and
the available thermal energy is released. Consequently, the oxidation of the fuel
species dominate the reactions and more complex species can be fully omitted
during the simulation. For CH4, its oxidation into CO2 is the following.

CH4 −→ CH∗
3 −→ CH2O −→ CHO∗ −→ CO −→ CO2 (27)

It can be seen—which is quite general in hydrocarbon combustion—that the
hydrogen will be released at first while the last step is the oxidation of CO into
CO2. Therefore, if the oxidizer concentration does not satisfy the conditions of
complete combustion, the CO content will rise in the flue gas at first which is then
followed by hydrocarbon emission in various forms, depending on the oxygen
concentration in the combusting mixture. When a long-chained hydrocarbon is
the fuel, highly toxic aromatic compounds are easily formed, and there will be
blue a smoke visible downstream the flame.
The importance of the mixture properties is their direct effect on the radiation
characteristics of the flame which is discussed in Sect. 4.4.

2. If air is used as an oxidizer, it is good to know thatNOX formation is a slow process
with long time scales. If its formation is of secondary importance, the oxidation
of N can be fully omitted. Further information on this process is available in the
literature [209].

3. A reactionmechanismcanbe reduced to form lumped reaction steps. The principal
aim is the reduction of the number of species [166]. Consequently, this procedure
often accompanied by loss of information, leading to uncertainties. The goal
needs to be clearly set to end up with the most suitable result. If the reduced
number of species is too low, the uncertainty of the computational model will be
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Fig. 22 Time scales of
chemical and fluid
dynamical processes [213].
With permission

high. The reduction procedure needs key parameters from the application side
at first which should be followed more strictly. In thermal engineering, the most
important parameter is the heating value. However, ignition delay time is also
crucial for combustion simulation to properly estimate the shape of the flame. If
a specie, e.g., OH∗ and/or CH∗ is measured by a spectroscope [210–212], these
should be calculated with high accuracy. Hence, for a given computational power
available, the result is a compromise between spatial resolution (mesh size) and
mechanism uncertainty.

4. Typical hydrocarbon reactions in lean mixtures happen in a significantly shorter
time scale than the flow time scale [213], shown in Fig. 22. To quantify this,
Damköhler numbers are introduced which express the ratio of various timescales.
From modeling point of view, the flow-to-chemical time scale ratio is the most
important one, Da = t f low/tchem . Here, t f low is the turbulent integral timescale,
and tchem is the time timescale of the set of chemical reactions of interest. If
Da > 1000, the progress of the combustion from its initial components towards
flue gas can be characterized by a single variable, named progress variable. This
is automatically calculated by software [214] to streamline the workflow of engi-
neers. Hence, it is advantageous from one side as the reaction kinetics is replaced
by an automatic lookup table with a low number of species. Nevertheless, mod-
ifications on it, considering additional species, steps are hard to perform, and it
is usually better to ask a reaction kinetics expert to provide the proper reduced
mechanism.

4.4 Thermal Calculations

For any thermal calculation, the most important parameter of the fuel is its higher
heating value, HHV . It is the available heat when the fuel is completely combusted,
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and all the products are cooled down to the initial temperature, and H2O is in liquid
form. This quantity does not consider dissociation due to high flame temperature
[165]. There were numerous formulae developed for various fuels, nevertheless, the
most versatile one which can be used for practical gaseous, liquid, and solid fuels is
Eq. (28) [215]:

HHV = 0.3491C + 1.1783H + 0.1005S − 0.1034O − 0.0151N − 0.0211a, (28)

where a denotes the ash content, and all components are understood in mass percent-
ages of the dry fuel. The dimension of the result is [MJ/kg], and it is accurate within
±3%, and the average error is ±1.45%. See Ref. [215] for the detailed ranges on
model applicability. Note that Eq. (28) can be used without calculating the number
of bonds between the atoms. Lower heating value, LHV , is the quantity which is the
heat of combustion when all products are cooled down to the initial temperature, and
H2O is present as steam

LHV = HHV − (9H + w) · LH2O, (29)

where H is the hydrogen, and w is the water content in the fuel. LH2O is the latent
heat of vaporization of the water which is 2.51 MJ/kg under atmospheric pressure.
In practice, the acid dew point limits the heat recovery from the flue gas, especially
the condensation of sulfuric acid in coal-fired thermal power plants [216, 217].
Hence, it is sure that a certain portion of the heat is lost to avoid the excessive cost of
additional treatment systems to be installed alongwith a corrosion-resistant chimney.
The thermal efficiency, ηth , of a boiler or other combustion plant is

ηth =
∑

Qabs/
∑

Qin, (30)

where Qabs is the heat absorbed and Qin is the heat input. The heat of combustion
considered by the manufacturers varies fromHHV , which typical in the US, to LHV ,
typical in EU, or even beyond, LHV , considering the acid dew point. Consequently,
manufacturers may provide notably different efficiencies for products with similar
capabilities. For instance, Eq. (30), is usually calculated by the LHV in Europe,
hence, it is common to see condensing domestic boilers with 108–109% efficiency
in the market.

Upon knowing the fuel composition and its measured or estimated HHV , its oxi-
dation is calculated next as a net reaction to determine its oxidizer—which is air in the
majority of the practical cases—requirement. The procedure is the same for complex
fuels as well, however, it is shown only for methane here while wood combustion
is presented in Sect. 4.5. The calculated molar masses are MCH4 = 1 · 12 + 4 · 1
kg/kmol, MCO2 = 1 · 12 + 2 · 16 kg/kmol, MH2O = 2 · 1 + 1 · 16 kg/kmol. Air can
be assumed as 21% O2 and 79% N2, hence 1 kmol O2 comes with 3.762 kmol
N2; MO2 = 2 · 16 kg/kmol, MN2 = 2 · 14 kg/kmol. By using the mole numbers in
Eq. (22), the mass balance can be calculated
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16 kgCH4 + 64 kgO2 + 210.7 kgN2 −→ 44 kgCO2 + 36 kgH2O + 210.7 kgN2

(31)
By dividing Eq. (31) by the mass of the fuel, i.e., by 16 kg, Eq. (32) is formed:

1 kgCH4 + 17.17 kg air −→ 2.75 kgCO2 + 2.25 kgH2O + 13.17 kgN2 (32)

There are two important quantities calculated in Eq. (32): the theoretical air require-
ment for the combustion of 1 kg CH4, which is μL0 = 17.17 kg/kg, and the resulting
flue gas mass that is always 1kg more when there is no ash, i.e., μV0 = 18.17 kg/kg
here. It is highly advised to check the sumofmasses on both sides to avoid calculation
mistakes. Since combustion rarely occurs at stoichiometric conditions, the available
air mass to the required air mass for complete combustion is a crucial parameter. It
is called equivalence ratio and is defined as

λ = μL

μL0

, (33)

whereμL is the actual air mass introducedwith 1kg fuel. This is the air-to-fuel equiv-
alence ratio, used for boilers and internal combustion engines (this is why the sensor
in the exhaust manifold is called lambda probe) while the researcher community and
the gas turbine industry favor its reciprocal, the fuel-to-air equivalence ratio, φ.

The next quantity to be calculated is the adiabatic flame temperature, Tad , which is
a theoretical limit that cannot be exceeded in the case of homogeneous combustion.
Firstly, a heat balance is written as

�Hcomb + Hfuel + Hair = Hfg, (34)

where �Hcomb is the enthalpy released by combustion while the other terms are the
enthalpy of fuel, air, and flue gas in order. Equation (34) can be used in general
since it is an energy balance following the first law of thermodynamics. Similarly,
the entropy production of combustion can also be calculated [218]. Nevertheless,
this latter quantity is rarely required in simplified calculations of real combustion
chambers, hence, it is omitted.2 Assuming a steady process with a continuous air
and fuel inlets, enough oxidizer to burn all the fuel, i.e., λ > 1, the time derivative
of enthalpies in Eq. (34) can be calculated as

∂t (�Hcomb) = mfuel · HHV ,

∂t Hfuel = mfuel · c̄p,fuel ·
(
Tfuel − T0

)
,

∂t Hair = mfuel · λ · μL0 · c̄p,air · (Tair − T0) ,

∂t Hfg = mfuel ·
[
μV0 + (λ − 1) · μL0

] · c̄p,fg · (Tad − T0) ,

(35)

2Beyond entropy, another environment-centric evaluation method, the exergy analysis reveals the
effect of combustion in greater detail. Its single message is to use the appropriate heat source for a
given process [219, 220], i.e., it is highly destructive to produce warm water (∼40–60 ◦C) at home
by using a natural gas-fired boiler that produces ∼1000 ◦C flue gas.
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where m denotes the mass flow rate, c̄p is the integral average of the specific heat
at constant pressure, and T0 is the reference temperature. By putting Eq. (35) to
Eq. (34), Tad is

Tad = HHV + c̄p,fuel ·
(
Tfuel − T0

) + λ · μL0 · c̄p,air · (Tair − T0)[
μV0 + (λ − 1) · μL0

] · c̄p,fg + T0. (36)

Equation (36) is independent of the fuel mass flow rate. If both the fuel and
air temperatures are equal to the reference temperature, the nominator is simplified
to HHV only. Calculation of c̄p,fg usually requires a few iteration steps since this
variable always show a notable change between the reference and the adiabatic flame
temperatures. Conditions not considered:

• heat transfer between the flame and the surroundings—this is the cause of the
name of Tad ,

• detailed reactions,
• dissociation of species,
• spatial distribution of the mixture inside the combustion chamber.

Hence, the local flame temperature can exceed the adiabatic one in numerical sim-
ulations. Only the mass-weighted average temperature should be equal to or lower
than Tad . Excessive flame temperatures lead to dissociation and incomplete combus-
tion as the chemical equilibrium concentrations start to shift towards the reactants
from the products side. The most notable pollutant which concentration correlates
exponentially with Tad is NOX [209]. Hence, thermal power plants are designed to
1500K maximum flame temperature to avoid the excessive formation of this pollu-
tant. Due to the associated longer time scales, only quick quench can stop nitrogen
chemistry before it exploits the high flame temperature [173]. Practical outcomes of
Eq. (36) which affect Tad are the following.

• The heating value of the fuel. Lower HHV decreases its value, hence, to keep it
the same, other parameters have to be adjusted.

• Both fuel and oxidizer preheating increases Tad . Boilers designed for high effi-
ciency contain air preheater in the lower price segment and fuel preheater—if
applicable—beyond that. When the boiler is used in a thermal power plant for
steam generation, the feedwater preheater, called economizer, is applied before
the other two. Appropriate heat exchangers hence can utilize the remaining heat of
the flue gas upon leaving the combustion chamber, and only the above-mentioned
acid dew point sets a real limitation to the maximum heat extraction. Since the
natural gas is usually free of sulfur, domestic condensing boilers condense a sig-
nificant portion of the H2O content of the flue gas, utilizing almost all the HHV
of the fuel.

• Equivalence ratio. To reduce the average combustion temperature, air dilution is
commonly used in practice. However, even in steady combustion, the theoretical
limitation, which is ca. λ = 2 [203] for hydrocarbon flames, unsteady phenomena
start to rise when this value is approached [221–223].
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• Flue gas recirculation and oxy-fuel combustion. The former one increases μL0

while the latter one decreases it and Tad as well.

There is one field where adiabatic conditions are highly desired which is laminar
flame speed research [224–226]. Even though it has more than 150 years of history,
the development of advanced numeric codes demands precise laminar flame speed
values since all the turbulent flame speed calculations are based on that. Even in the
past four decades, papers claimed to be accurate, measured it between 33 and 43m/s
for methane and air at 300K and 1 atm conditions. By the years, there is no clear
convergence towards a well-defined value. Considering only the experiments of the
last decade, the limits decreased to 34 and 40m/s which still means a considerable
measurement uncertainty that affects the numerical models and the results calculated
by them.

The above quantities and phenomena enable now the classical thermal analysis to
be performed. Namely, the calculation of the thermal interactions between the flame
and its ambient: convection and thermal radiation. Expanding the left hand side of
Eq. (34) gives:

Hfg = Hh + Hr + Hloss, (37)

where subscripts h, r, and loss refer to convection, thermal radiation, and flue gas
loss, respectively. The cause of the last term is already discussed in the second item
of the above list. There are physical limits which do not allow the full extraction of
the available enthalpy of the flue gas. Hence, the exhaust gas temperature will be
at least several degrees higher than the ambient temperature; it cannot be avoided.
Usually, the measurement of losses is more reasonable as they are smaller quantities
than the used enthalpies. By using a sensor with an uncertainty of a few percents,
it is an obvious conclusion that the smaller quantities lead to lower measurement
uncertainty in Eq. (37).

Convection in combustion chambers can be calculated by using Newton’s law of
cooling; no additional theoretical correction is required:

qh = h · (
Tfg − Tw

)
, (38)

where qh is the heat flux by convection, h is the heat transfer coefficient, and Tw is
the wall temperature. More details on designing and calculating heat exchangers are
available in Chap.7 of Ref. [172]. However, Tfg is too high in gas turbines to let the
flue gas touching the wall. Therefore, various cooling techniques are available to use
the compressor bleed air to form a thin protective boundary layer above the surface
of the combustion chamber, see Chap.8 in Ref. [173]. Since the mixing of fluids
with various viscosities is slow, this solution prevents the flue gas from touching any
solid part of the chamber. In addition, the next 1–2 turbine stages are also cooled,
therefore, the flue gas touches metal only when its temperature is notably reduced
through losing enthalpy by driving the turbines.

The thermal radiation can be calculated by Eq. (39):
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Fig. 23 Effect of droplet size on the flame color

qr = εflame,abs · ϕ · σ0 · (
T 4
flame − T 4

abs

)
, (39)

where εflame,abs is the common emissivity of the flame and the absorbing material,
ϕ is the view factor, and σ0 is the Stefan-Boltzmann constant. Subscripts flame and
abs refer to the flame and the absorbing material, respectively.

The heat transfer by radiation, excluding σ0, contains only non-trivial variables.
The flame temperature varies spatially, and the determination of the full temperature
field requires Computational Fluid Dynamics (CFD) calculations. However, there is
a rough estimation, used in boiler design, which may serve as a first guess:

Tflame = √
Tad · Tfg, (40)

where Tfg is the flue gas temperature that leaves the combustion chamber. Assuming
that all the other parameters are known, and there is heat transfer inside the chamber,
this step alone requires iterations. Since it is a highly nonlinear equation to solve due
to T 4, a suitable numerical solver algorithm is necessary.

Tabs notes all materials which interact in the radiative heat exchange. Besides
the solid surfaces, ash and triatomic gases (CO2, H2O, and SO2) also participate
in the heat transfer via radiation. Therefore, the combustion of all practical fuels is
affected. The simplest radiation model for this purpose in numerical codes is the P-1
[214]. All of the radiation models already contain assumptions which can be directly
used for calculating the view factors. In non-premixed flames, the flame surface can
be used for radiative heat transfer calculations while premixed flames, governed by
volumetric reactions, are modeled as hot gases.

There are typical emissivity values present in the literature for various fuels,
equivalence ratios, combustion chamber designs. Section6.2 of Ref. [172] provides
a good overview of the emissivity of various flames. To demonstrate the complexity
of the determination of ε, Fig. 23 shows two images of diesel oil combustion at two
atomizer pressures while the other parameters are closely the same.
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The flame on the left is the result of larger fuel droplet sizes as the atomizing
pressure was slightly lowered. Hence, even though the global equivalence ratio is
identical, the incomplete evaporation of the droplets lead to non-premixed com-
bustion locally. In this case, soot particles are formed which behave as black body
emitters. The soot concentration drastically modifies the overall radiative heat trans-
fer. This is the reason why industrial boilers with radiative heat exchangers feature
bright flame while it is a drawback in gas turbine combustion. Note that the emissiv-
ity is affected by the oxidizer and operating pressure besides combustion chamber
design.

The flame color is determined by the concentration of the excited intermediate
species. The blue light is emitted by theCH∗ at principally 431 nm,while the greenish
color is slightly visible above the stoichiometric concentration. This is emitted by
the C2 radicals at 516 nm. OH∗ has a strong emission in the range between 300 and
310nm which is in the UV regime, hence, it is invisible. This is the reason why
flame detectors focus on this radical. Typical practical flame temperatures lie in the
range of 1000–2000 ◦C where the majority of the emitted radiation is located in the
infrared regime. More information on the emission of various species can be found
in Ref. [210].

4.5 Example: Wood-Fired Combustion Chamber

The following example will present the calculation of a wood-fired 200 kW combus-
tion chamber which can be part of a boiler or other technological device. The goal
is the determination of the adiabatic flame temperature of combustion with air, then
with flue gas recirculation, and finally when oxy-fuel combustion is applied. Table5
contains the composition of the wood, being the basis of this example. Substituting
the composition into Eq. (28):

HHV = 0.3491 · 50 + 1.1783 · 6 − 0.1034 · 41 − 0.0151 · 1 − 0.0211 · 2 = 20.23 MJ/kg.
(41)

The consumption rate of the wood at nominal thermal power:

mwood = 200 kW

20.23 MJ/kg
= 9.89 g/s = 35.6 kg/h. (42)

Table 5 Mass composition
of the wood used for the
calculation [227]

Carbon (C) 50

Oxygen (O) 41

Hydrogen (H) 6

Nitrogen (N) 1

Ash 2
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The next step is the calculation of the oxygen mass required to combust 1kg wood,
μO2,req . Knowing that 1 kg C requires 32/12 kg O2 to form CO2 and 1 kg H2 requires
16/2 kg O2 to form H2O:

μO2,req = 0.5 · 32
12

+ 0.06 · 16
2

− 0.41 = 1.4
kg

kg wood
. (43)

This value will be used later for oxy-fuel combustion. The required air mass, μL0 for
the combustion of 1kg wood is

μL0 = μO2,req ·
(
79

21
· 28
32

+ 1

)
= 6.02

kg air

kg wood
. (44)

The specific flue gas mass to 1kg fuel, μV0 , will not be simply μL0+1 kg/kg as the
wood here contains 2% ash. In addition, it is necessary to know the mass percentage
of bottom ash in the total ash content, rb, to continue with the calculations. The fly
ash will leave the chamber with the flue gas. Considering a clean technology, rb = 1
is used here. Hence, μV0 is the following:

μV0 = μL0 + 1 − a · rb = 7
kg fg

kg wood
. (45)

The bottom ash has been disappeared from the stoichiometric flue gas mass. The
stoichiometric net reaction with masses specific to 1kg wood:

0.5 kg C+0.41 kg O + 0.06 kg H + 0.01 kg N + 0.02 kg a + 1.4 kg O2 + 4.62 kg N2

−→ 1.83 kg CO2 + 0.54 kg H2O + 4.63 kg N2 + 0.02 kg a. (46)

After finishing with the necessary stoichiometric calculations, the thermal proper-
ties of the species are required. To facilitate complete combustion ofwood, air-to-fuel
equivalence ratio,λ, was selected as 1.6 [228]. The inlet thermodynamic data is listed
in Table6.

As the reference temperature is equal to that of the air inlet andwood inlet, Eq. (36)
simplifies to the following form, considering the ash content,

Tad = HHV
[
μV0 + (λ − 1) · μL0 + (1 − rb) · a] · c̄p,fg + T0 = 1456 ◦C. (47)

Table 6 Thermodynamic
data of the inlet

T0 15 ◦C
Twood 15 ◦C
Tair 15 ◦C
Tp,wood 1.5 kJ/(kg·K)
cp,air 1 kJ/(kg·K)
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Fig. 24 Mass flows of the
combustion chamber with
flue gas recirculation
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c̄p,fg was calculated through three iteration stepswith a final value of 1.322 kJ/(kg·K).
As rb = 1, the term containing the ash is zero since the ash remaining in the combus-
tion chamber. In reality, it is not feasible, therefore, the techniquewhich is responsible
for ash removal should be considered in the energy balance. Currently, this is omitted.
The flue gas mass flow rate can be calculated as:

mfg = mwood · [
μV0 + (λ − 1) · μL0 + (1 − rb) · a] = 0.105 kg/s = 378 kg/h.

(48)
This flow rate is the basis of designing a chimneywhich is discussed elsewhere [171].

To reduce the flue gas temperature, flue gas recirculation can be applied, shown
in Fig. 24. In the current example, recirculation rate, rrec = mfg,rec/mfg,o = 0.5 is
assumed.

In this case, Eq. (34) is supplemented by an additional term, Hfg,rec. Considering
the recirculating flue gas temperature as 150 ◦C—assuming that the combustion
chamber belongs to a boiler that is designed to operate also on coal, hence, the acid
dew point is not reached. Presently, Eq. (48) will be equal to mfg,o, while mfg,1 =
mfg,o · (1 + rrec). Hence, the new adiabatic flame temperature, Tad,rec, will be the
following:

Tad,rec = mwood · HHV + rrec · mfg,o · c̄p,fg,rec · (Trec − T0)

mwood · (1 + rrec)
[
μV0 + (λ − 1) · μL0

] · c̄p,fg,rec + T0 = 1056 ◦C, (49)

where c̄p,fg,rec = 1.275 kJ/(kg·K) was resulted at the end of the iterations.
The adiabatic flame temperature will be hence lower while the combustion power

and the fuel remain the same. However, the equivalence ratio in the combustion
chamber will increase to λrec = λ + (λ − 1) · rrec = 1.9. If one principal aim is to
keep the equivalence ratio at the same, then the airmass flow rate should be adjusted to
the new conditions, i.e., λ0,rec = 1.4. By repeating the above calculation, including
the used results of the case without flue gas recirculation, the updated adiabatic
flame temperature will be 1162 ◦C at c̄p,fg,rec = 1.3 kJ/(kg·K). The new adiabatic
flame temperature is slightly higher, following the expectations, however, its value
is well below Tad .

In the followings, oxy-fuel combustion is calculated. Recalling Eq. (43), μO2,req =
1.4 (kg O2)/(kg wood), the specific flue gas mass for 1kg wood, considering the
oxygen-to-fuel equivalence ratio, will be the following:
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μV,oxy = μO2,req · λ + 1 − a · rb + a · (1 − rb) = 3.23
kg fg

kg wood
. (50)

The resulting flue gas mass flow rate

mfg,oxy = mwood · μV,oxy = 31.9 g/s = 115 kg/h. (51)

Hence, the adiabatic flame temperature is

Tad,oxy = HHV

μV,oxy · c̄p,fg,oxy + T0 = 3719 ◦C. (52)

It can be seen that this high adiabatic flame temperature is highly impractical since the
combustion chamber will be too expensive if it is even possible to manufacture one
from the available materials for such conditions. Therefore, flue gas recirculation is
necessary again to end up with reasonable combustion chamber temperature, aiming
the range of 1000–1200 ◦C.

Continuing with a recirculation rate, roxy,rec = 3 which will lead to a similar flue
gas flow rate from the combustion chamber than in the previous case with recircula-
tion. Again, let’s use Toxy,rec = 150 ◦C. The mass flow rate leaving the combustion
chamber is

mfg,oxy,rec = (
1 + roxy,rec

)
mwood · μV,oxy = 0.128 kg/s = 459 kg/h. (53)

The resulting adiabatic flame temperature with c̄p,fg,oxy,rec = 1.379 kJ/(kg·K):

Tad,oxy,rec = mwood · HHV + mwood · μV,oxy · ·c̄p,fg,oxy,rec · (Toxy,rec − T0
)

mfg,oxy,rec · c̄p,fg,oxy,rec + T0 = 1162 ◦C.

(54)

To adjust the results to λoxy = 1.6, the iterated c̄p,fg,oxy,rec value was 1.745 kJ/(kg·K),
leading to an adiabatic flame temperature of 1270 ◦C. However, the high oxygen
concentration suggests that combustion will be complete at λ = 1.9 as well.

As a short summary for the present example, it is clear that either flameless or
oxy-fuel combustion is desired, the flue gas recirculation must be solved as both
technologies demand it. Designing a combustion chamber for flameless combustion
in gas turbines is presently a hot topic [229–231].

5 Building Blocks of Thermal Power Cycles

All the thermal power cycles used currently in large scales feature four principal
processes:

• compressing the working fluid (the compressor makes work on it),
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Fig. 25 Classical thermal cycles. a Joule cycle, b Rankine cycle [232]. With permission

• introducing heat,
• expansion of the working fluid (it makes work on the expansion device),
• removing the heat to return to the initial state.

Figure25 shows two examples: the Joule cycle with air, and the Rankine cycle with
water as working fluids. The reason of the use of four processes is the following.
During compression (1 → 2 in Fig. 25a, A → B in Fig. 25b), the work to be made
is smaller than the work available through expansion (3 → 5 in Fig. 25a, E → F in
Fig. 25b), after heat is introduced.

It is possible that new concepts will emerge in thermal energy use in the future,
however, the building blocks are likely to remain similar. Therefore, a few properties
of these elementary processes are discussed in the present section. It starts with
working fluids in Sect. 5.1, then compressors and expansion devices are discussed in
Sect. 5.2. Thirdly, heat exchangers are detailed in Sect. 5.3, also focusing on small-
volume devices, like microelectronic components, where the heat generation is in the
range of 10W/mm3. Lastly, thermoelectric applications are discussed in Sect. 5.4 as
they are simple and small devices for either heating or cooling or generate electricity
from a temperature difference. For a more detailed discussion on thermal cycles, see
Ref. [218].

5.1 Working Fluids

Open cycles will remain using air as working fluid since even the cost of water
treatment is too high to release it after expansion. These cycles practically mean
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combustion engines which run on principally fossil fuels today. To reduce fossil
fuel utilization, there is an increasing interest in novel closed-cycle technologies for
power generation, which are based on existing thermodynamic cycles [233–235].

Systematic research for novel working fluids started when chlorofluorocarbons
and hydrofluorocarbons were banned from refrigerators, according to the Kyoto
protocol [236], when it became evident that they severely damage the ozone layer.
R134a became the substitute of them in most cooling systems, however, it is still
under replacement due to its notable contribution to climate change [237]. This
rich database came handy when the research has begun for the utilization of low-
temperature heat sources which can be, e.g., waste heat recovery [238, 239] or
geothermal energy utilization [240–242]. Here, low-temperature means <400 ◦C,
where organic working fluids used in the Rankine cycle may result in higher cycle
efficiency compared to the water–steam cycle. These cycles are called Organic Rank-
ine Cycles (ORC).

Figure26 shows various working fluid behaviors. Water is a representative of the
first category where an isentropic expansion from the saturated vapor phase ends in
the wet regime. Figure26b shows a dry fluid where the isentropic expansion ends in
the superheated regime. It is advantageous from one side since the appearing droplets
in wet fluids erodes the expansion devices [243], and this fluid type is free from that
phenomenon.Nevertheless, the cycle efficiencywill be low if the end of the expansion
is too far from the saturation line. The third example, the isentropic fluid does not
exist, however, it would be characterized by the highest possible cycle efficiency for
the application.More information onworkingfluids, their thermodynamic properties,
and classification is published by the research group of Imre [244–247].

5.2 Compressors and Expansion Devices

The operation of all compressors and expansion devices can be estimated by using
the first law of thermodynamics, regardless of the design. Therefore, all the initial
thermal calculations can be performed, and a process/cycle can be analyzed without
the need for geometric parameters or datasheets. This is emphasized in this subsec-
tion. Then few references are given to give an overview of waste heat utilization of
existing thermal power cycles and industrial processes. Even though there are several
attractive solutions present, financial and practical aspects may overwrite them if the
gain would not worth the effort. These decisions are always made for the individual
system and may vary by region even for a similar device due to, e.g., governmental
support of certain technologies.

The power required to drive a compressor, regardless of the device design, can be
estimated by Eq. (55)

PC = mC · (h2 − h1) , (55)

where m is the mass flow rate of the medium and h is the specific enthalpy. For
convention, compression processes are denoted with 1 → 2, and 3 → 4 is used for
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Fig. 26 Cycles for various working fluid types for ORC applications. aWet, b dry, and c isentropic
working fluids [244]. With permission

expansion in this subsection. Hence, the power delivered by the expansion device is

PE = mE · (h3 − h4) . (56)
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If the same medium is used for compression and expansion and the operation is
steady-state,mC = mE = m can be used. The enthalpy changes have been chosen in
Eqs. (55) and (56) to always provide a positive result, i.e., PC is the power required to
drive the compressor and make work on the medium, and PE is the power generated
by the expansion device, hence, the medium performs work on the device. During
design, adiabatic processes are the most convenient to calculate with which can be
introduced as

ηad,C = h2,is − h1
h2,re − h1

, (57)

ηad,E = h3 − h4,re
h3 − h4,is

, (58)

where subscripts is and re denote the isentropic and real processes, respectively.
Hence, Eqs. (55) and (56) can be updated as

PC = mC · (
h2,is − h1

)
/ηad,C, (59)

PE = mE · (
h3 − h4,is

) · ηad,E . (60)

Adiabatic efficiencies in Eqs. (59) and (60) show that compressors with thermody-
namic losses require more power to drive compared to the isentropic process while
expansion devices always provide less power if the process has thermodynamic
losses. During these processes, the entropy increases, compared to the isentropic
case, which is a consequence of the second law of thermodynamics.

If the working fluid is an ideal gas with constant specific heat during the process,
i.e., h = cp · T , where cp is the specific heat at constant pressure, Eqs. (57) and (58)
can be rewritten as

ηad,C = T2,is − T1
T2,re − T1

, (61)

ηad,E = T3 − T4,re
T3 − T4,is

. (62)

Isentropic and real compression and expansion is shown in Fig. 27, using a constant
pressure ratio for both processes. Even though all processes are drawn from the initial
point to the end point, real ones are typically non-equilibrium processes. In addition,
theworking fluid is not stopped in a real application to achieve steady-state, therefore,
the measurement location also affects the result of the indication procedure. Hence,
all these thermodynamic diagrams bear notable uncertainties when one wishes to
illustrate a real process.

Using the adiabatic relations, the pressure and volume ratios can be expressed
with the temperature ratio
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Fig. 27 Isentropic and real a compression, b expansion
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=
(
p2
p1

) γ−1
γ

=
(
V2

V1

)1−γ

, (63)

where γ is the ratio of specific heats or adiabatic exponent, p is the pressure, and V
is the volume. The reason for discussion of both is that dynamic compressors discuss
pressure ratio, rp, while the datasheet of positive displacement compressors contains
the volume ratio, rV . Since the appropriate ratio and the initial temperature of the
process is usually known, Eqs. (59) and (60) can be rearranged as

PC = mC · cp,C · T1
(
r

γ−1
γ

p − 1

)
/ηad,C, (64)

PE = mE · cp,C · T3
(
1 − 1/r

γ−1
γ

p

)
· ηad,E . (65)

When PC = PE , the operation is idle, i.e., there is no shaft power produced. This
is roughly the case of jet engines, where the turbine utilizes only a portion of the
available enthalpy which covers the power requirement of the compressor. Then the
remaining enthalpy is converted into kinetic energy that produces the thrust. Other
gas turbine layouts feature two separate turbine sections: one drives the compressor,
and they are called gas generator together. The second section may drive a generator
or a propeller in the case of helicopters and turboprop engines. This design allows
more flexible operation of the system since the two shafts can run at different RPMs.

The device selection for a given application is usually based on the mass flow rate
and adiabatic efficiency. This latter parameter contains all the thermodynamical and
fluid dynamical losses. The expansion device types, suitable for a wide size range of
expansion device powers, are shown in Fig. 28. The complete design procedure for
an ORC system is discussed by Pethurajan et al. [238].

Waste heat recovery solutions with various unconventional bottoming cycles are
evaluated by Saghafifar et al. [249] and Omar et al. [250]. Since internal combustion
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Fig. 28 Expansion device types (top) and their power range where they have high adiabatic effi-
ciency (bottom) [248]. With permission

engines have around 40% efficiency, auxiliary thermal cycles can be used to increase
this value [251–253]. Falter and Pitz-Paal [254] evaluated an efficient use of solar
power to produce aviation-grade fuel. Concluding from the few cited, comprehensive
papers, it is the challenge of the present engineer generation to drastically increase
the thermal efficiency of our existing, high-performance devices. This is the other
half besides direct renewable energy utilization to achieve a sustainable economy as
it is likely that our current heat engines and power devices will remain in use for
several additional decades.

5.3 Heat Exchangers

Closed thermodynamic cycles feature two heat exchanger systems; one for heat inlet
and one for heat outlet. Nevertheless, they are common solutions when cooling or
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Fig. 29 Heat transfer
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heating is required. Their dimension ranges from power plant size down to sub-
millimeter, depending on the application. The discussion starts with fluid-fluid heat
exchangers where either of them can be in a liquid or gaseous phase. This part follows
the logic of Ref. [94] with few modification, and showing only the final formulas.
Evaporation/condensation will be discussed later in this subsection.

Figure29 shows the heat transfer between two, separated fluids under steady-state
operation. This latter restriction will be used in the present subsection, however, it is
fulfilled in the vast majority of the practical applications. In this case, the heat flow
is calculated as

Q̇ = TA − TB

1/ (h1 · A) + δ/ (λ · A) + 1/ (h2 · A)
. (66)

Note that the calculation of thermal resistances in Eq. (66) is true for planar surfaces.
The formula for heat transfer coefficients of spherical and cylindrical bodies differs
from those of planar problems and thermal conduction also differ. More details on
themcanbe found inRefs. [94, 96]. InEq. (66), the elementary heat transfer processes
can be merged, and hence the overall heat transfer coefficient, U , can be used

Q̇ = U · A · (TA − TB) . (67)

Figure30 shows the schematic temperature variation of parallel flow and coun-
terflow heat exchangers as a function of the surface area. It highlights two problems
with Eq. (67). It is usable only when TA and TB are given, andU is constant. In a real
heat exchanger, all these parameters naturally vary along the fluid paths. To address
these issues, Eq. (68) is used:

Q̇ = U · f · A · �Tm, (68)

where f is a correction factor and is depending on the heat exchanger layout. This
parameter is available in textbooks [94, 96] and vendors always provide this data,
more often, a complete design manual. The other parameter, �Tm , is the logarithmic
mean temperature difference which is
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Fig. 30 Temperature
variation along the surface of
a a parallel flow b
counterflow heat exchanger
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�Tm =
(
Th,2 − Tc,2

) − (
Th,1 − Tc,1

)

ln
[(
Th,2 − Tc,2

)
/
(
Th,1 − Tc,1

)] , (69)

using the notations of Fig. 30. Equation (69) can be used for either parallel or coun-
terflow heat exchangers. Note that solid parts from the fluids may form deposits on
the surfaces, decreasing U . Hence, either regular surface cleaning or fluid filtering
is necessary. More details on fouling and its mitigation can be found in the literature
[255–258].

The disadvantage of the presented method above is that all the temperatures have
to be known—or iterations required based on initial guess. In addition, if a heat
exchanger has to be selected for a given application, where all the parameters may
vary, an inverse method fits better. Therefore, the industry uses another approach,
calledNTU or effectiveness method.NTU stand for Number of Transfer Units which
is calculated as

NTU = U · A
Cmin

, (70)

whereCmin = min (mh · ch,mc · cc).m is themass flow rate, and c is the heat capacity
of the fluid that is cp for gases. The effectiveness is

εU = Q̇

Q̇max
= Q̇

Cmin · (
Th,in − Tc,in

) , (71)

where Q̇ = Ch · (
Th,in − Th,out

) = Cc · (
Tc,out − Tc,in

)
is the actual heat flow, and

Q̇max is the maximum achievable heat flow. Subscripts in and out note inlet and
outlet, respectively. Generally, the effectiveness is εU = εU (NTU,Cmin/Cmax). This
function can be derived by hand for the simplest heat exchanger cases, however, it is
an experimentally derived expression for advanced heat exchanger geometries which
are more common. Since the manufacturers provide all these functions, it is more
convenient to directly use them instead of making further assumptions and trying to
keep the generality.
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The value of εU varies between 0 and 1, therefore, this quantity is often con-
fused with efficiencies. Efficiency is the ratio of useful-to-inlet power, and the differ-
ence between them is the loss. However, the effectiveness of heat exchangers means
how the heat exchange is related to the maximum available heat exchange—which
would need an infinitely large surface area that is too expensive for any application.
Only rejected heat means losses which decrease the efficiency; heat exchangers have
inflows, outflows, and the heat content of the heating/cooling medium can be used
further. Hence, εU has no direct relation to the efficiency of a device. Nevertheless,
heat exchangers have a pressure drop which is a loss that cannot be avoided.

Heat exchangers, where phase change exists, usually separated to at least three
units if all the subcooled liquid, superheated vapor, and evaporation/condensation
occur during the process. For the former two parts, the heat exchange was already
discussed. In the wet regime, where both liquid and vapor phases are present, the heat
capacity is infinity. It is because any added heat will increase only the vapor content,
the temperature of themixture will remain the samewhile the fluid remains in the wet
region. Theoretically, this consideration would enable the use of the above equations
with Cmax = ∞. Note that the phase change may lead to corrosion in practice which
requires special attention [257, 260, 261]. The advantage of condensation is that the
temperature remains constant, hence, such heat exchangers are extensively used in
the food [262–264], pharmaceutical [265], and chemical industries [266] to provide a
well-controlled thermal environment. If heat transfer is excessive during evaporation,
dry-out may occur, i.e., all the liquid evaporates and the high incoming heat flux may
damage the heat exchanger as the local heat transfer coefficient drops by several
magnitudes. This is a common issue in boilers which generate superheated steam
[39, 40].

A few compact heat exchanger types are shown in Fig. 31. These solutions provide
a relatively large contact surface area in a small volume for efficient heat transfer
between the fluids. The small size or low temperature difference in these units make
the experimentally derived equations for larger sizes invalid. Consequently, designs
emerge for compact heat exchangers which were considered ineffective in large sizes
[267–269].

If there is a need for heat transport with high heat flux, heat pipes and vapor
chambers can be used. These are common solutions in the cooling of micropro-
cessors [271–273] and other electronic components with high power dissipation. In
addition, they can be used for waste heat recovery and cooling purposes as well
[274] besides space applications [275–277]. Its use in solar collectors is discussed
in Sect. 2.1. Figure32 shows the operation of a heat pipe. There is enhanced heat
transfer in the evaporator and condenser stages, i.e., they contain fins or exposed to
high/low temperature compared to that of the other side. The adiabatic section is
either insulated or has a low surface area which negligibly affects the overall heat
transfer. For more details on heat pipes and their design, see Ref. [278].
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Fig. 31 Various compact heat exchangers. a Tube-fin, b tubular flow, c triangular fins, and d offset
fin strips [259]. With permission

Fig. 32 Schematic diagram of the operation of heat pipes [270]. With permission
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5.4 Thermoelectric Devices

Thermoelectric devices can be used for either heating or cooling. The Seebeck effect
describes the direct electricity generation when two different conductors are exposed
to a temperature difference between their junctions. The advantage of such devices is
their small size, and they feature neither moving parts nor working fluid. In addition,
they are able turn otherwise wasted heat into electricity [279] which makes such
devices attractive to achieve an increased electric efficiency in various applications.
Note that their size is limited by its thermal resistance, not by the manufacturing
of the components. Nevertheless, classical thermodynamic power cycles can uti-
lize heat with considerably higher efficiency, and the thermoelectric generators may
degrade over time [280, 281]. Their design for optimum power output is discussed
by Stevens [282] and Wang et al. [283]. Figure33 shows how a thermoelectric gen-
erator works. The most significant obstacle of their use in large volume is that the
thermoelectric elements have high electric an thermal conductivities. These material
properties are closely related to each other. However, if there would be a material
pair which would feature very low thermal and high electric conductivity, it would
be an immediate success in waste heat recovery [284].

The inverse of the Seebeck effect was historically described by Peltier in 1834,
i.e., when current is applied to the junction of two different conductors, a temperature
difference will form which can be used for either cooling or heating. Again, applica-
tions favor themwhen its small size [285, 286], and nomoving parts outweigh its low
efficiency. Topology optimization was discussed by Lundgaard and Sigmund [287],
who could increase the cooling performance of a unit by almost 50%. A potential
application of this technology can be the cooling of the batteries of electric vehicles
during charging [288].

In the case of thermoelectricity, the thermal balance needs to be supplemented
by a charge balance equation. The thermoelectric effect can be calculated under
steady-state conditions as [289]

q = −λ
dT

dx
+ P je, (72)

where q is the heat flux, λ is the thermal conductivity,P is the Peltier coefficient, and
je is the electric current density. When the last term is zero, it becomes the Fourier’s
law of heat conduction. The electric current density is

je = −Sσ
dT

dx
− σ

dUe

dx
, (73)

where S is the Seebeck coefficient, σ is the electrical conductivity, andUe is the volt-
age. If there is no temperature gradient, Eq. (73) simplifies into Ohm’s law. If eitherS
or P becomes zero, the other term will be also zero. This can be seen from Eqs. (72)
and (73). For detailed description on thermoelectricity from thermodynamical point
of view, see Ref. [290].
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Fig. 33 a schematic model of a thermoelectric generator module. b fundamentals of a thermoelec-
tric couple, c thermal resistance (θ) and electric resistance (R) network of one leg. Subscripts nA
and nB refer to contact resistances between a leg and the metal connector [283]. With permission
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Chapter 4
Thermal Processes in Vacuum

1 Vacuum Applications

The most straightforward application of heat transfer in the absence of convection is
space exploration which is now turning into industry with the involvement of private
companies. Nevertheless, thermal aspects of vacuum applications are also common
in both research and industrial processes. These are, e.g., electronmicroscopes [1–3],
scanning thermal microscopy for local heat conduction measurement [4, 5], desali-
nation [6–8], waste treatment [9, 10], solar collector manufacturing [11–13], and
vacuum heat treatment [14, 15]. Cryogenics will not be discussed in this book due
to the numerous engineering challenges. Nevertheless, the presented methods in this
book provide a solid theoretical background; this is the easier part. See Ref. [16] for
rich practical details on the topic which are the key to design such a device or facility.

2 Thermal Radiation

Thermal radiation is the dominant mode of heat propagation in vacuum. While the
other ways (conduction and convection) require a medium, it does not hold for the
radiative heat transfer as the propagation is occurring in the form of electromagnetic
waves. In general, the emitted heat flux depends on the direction which is neglected
now for simplicity which is justifiable in thermal engineering applications. Thermal
radiation can be characterized using the total power, Q̇, and wavelength, λw. Using
these quantities, the intensity is calculated as:

I = dQ̇

dAdλw

, (1)

where A is the emitting surface. Thus the intensity is the total radiated power per
unit wavelength times unit area. When that radiation with a given Q̇ reaches a body,
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they interact. This also depends on the material properties which could be sensitive
to temperature conditions. Some part of the radiation is

• absorbed in the body, it transforms into a space-dependent heat source, and its
amount is denoted by Q̇a ;

• reflected back to the environment, denoted by Q̇r ;
• transmissed and does not affect the body thermally, denoted by Q̇t .

Introducing the notation for the normalized values such as

α = Q̇a

Q̇
, ρ = Q̇r

Q̇
, τ = Q̇t

Q̇
, (2)

one candescribe the interaction using these quantities, called absorptivity, reflectivity,
and transmissivity, respectively. Since the energy balance must be satisfied, that is:

Q̇ = Q̇a + Q̇r + Q̇t , (3)

therefore α + ρ + τ = 1 holds. In the most general case, these coefficients depend
on the wavelength and temperature. However, that would be too complicated to
implement into a practical application and measure all the required parameters. For
the sake of simplicity, ‘special’ bodies are used to model the real ones, for instance,

• white body: ρ = 1, i.e., reflects any radiation,
• transparent body: τ = 1, i.e., transmits all the incident radiation,
• black body: α = 1, i.e., absorbs the whole incident radiation,
• grey body: 0 < α < 1, which is the mix of the others.

In the above cases, the following conditions are emphasized:

• Regarding these ‘special’ bodies, their behavior is independent of the wavelength.
• The Kirchhoff’s law defines the emission factor (or emissivity) as ε = α. Thus the
white and transparent bodies produce no emission. Note that this law holds only
in thermal equilibrium.

The general one is the color body which is characterized by wavelength-dependent
thermal radiation properties. Considering a black body, which is characterized by
the Planck’s law, i.e., the intensity is given as a function of the temperature T and the
wavelength λw, I = I (λw, T ). According to the Stefan–Boltzmann law, integrating
the function I (λw, T ) along constant temperature yields

q̇ =
∞∫

0

I (λw, T )dλw = σ0T
4, (4)

in which σ0 is called the Stefan–Boltzmann constant, and (4) is valid only for diffuse
black bodies in thermal equilibrium, and q̇ represents only the emitted heat flux with-
out any interaction. When another body is present, their radiative thermal interaction
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is calculated as:

Q̇1→2 = A1ε1ε2σ0ϕ1→2(T
4
1 − T 4

2 ), (5)

where the index 1 → 2 assumes that the first body is the warmer one, andϕ is the so-
called view factor. If the resultwill be negative, then the second bodywaswarmer, and
theway of heat transfer is the opposite as it was assumed. This is not a problem during
calculations if the analysis is consequent, i.e., the same heat transfer direction is used
for the calculation of the heat balance of the other body. Errors always originate from
inconsistent notations. Equation (5) expresses the geometric setting, therefore, it is
generally usable. Here, the view factor satisfies the relationϕ1→2A1 = ϕ2→1A2. The
emission of a black body radiator as a function of the wavelength peaks at different
wavelength values, λmax, depending on its temperature. The relation between these
quantities is expressed by Wien’s displacement law, which is the direct consequence
of the Planck’s law

λmax · T = 2898 µm · K. (6)

For more details on the basics of thermal radiation with examples, see Chap.8 of
Ref. [17]. It also contains few topics which are not discussed here, e.g., gas radiation,
and the derivation of thermal resistances for various applications. Practical data on
radiation of a wide range of materials is available in Ref. [18].

3 Thermal Control in Vacuum

In the open atmosphere, natural heating/cooling is always present since the air at
ambient temperature heats/cools all bodieswith lower/higher temperature. Therefore,
our devices have to be designed and tested in a narrow temperature range, compared
to, e.g., space applications where often 0 ◦C temperature is desired in the nearly 0K
environment. As vacuum processes on Earth need a reliable pump and special sealing
solutions to avoid the intrusion of air, careful thermal design is required to end up
with an economically competitive device.

Thermal control is necessary, when the temperature of a device or its component
does notmeet the desired rangewhen the natural way of heat propagation is provided.
If the ambient is cooler, the generated heat should be retained byusing either shielding
or insulation or both; this is discussed in Sect. 3.1. If there is no inner heat generation
or higher temperature present at the beginning of the process, the insulating solutions
will provide only a more homogeneous temperature distribution inside which may
be also required in certain applications. Section3.2 discusses the opposite situation:
the heat should be released efficiently. The methods described in the two subsections
can be used in both space and industrial environment.
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3.1 Retaining the Heat: Shielding and Insulation

When thermal shielding is applied, it should be kept in mind that if the shielding
provides too good insulation, the device might easily overheat if there is inner heat
generation. There are two ways to increase the thermal resistance between a body
and its ambient. The first one is using thermal insulation where the body is wrapped
with a material that has a low thermal conductivity which is usually in the range of
0.1 W/(m·K). The other way is the use of a few layers of thin foils do reduce the
emitted heat by thermal radiation. If desired, the two methods also can be combined.

In both Earth and space, thermal shields often offer the same effect as insulation
but in a significantly thinner layer [19]. It is because thermal conduction scales with
T while it is T 4 for thermal radiation. Since a gap should be maintained between the
layers of the shield and the body, its design may be challenging.

A cross-section of a vacuum tube solar collector, shown in Fig. 1, is an excellent
example for retaining the heat. Hence, themethods are discussed through the analysis
of this structure since it bears all the important details.

The surface temperature of the Sun is 5500 ◦C which far exceeds the temperature
of any part of the tube, hence, the absorbed heat by the tube can be considered as
a heat flux. The majority of the visible light passes the glass envelope and reaches

Fig. 1 Heat transfer in a vacuum tube of a solar collector [20].With permission. Abbreviations: rad:
radiation, sol: solar radiation, cond: conduction, conv: convection, g/ge: glass envelope, a: absorber
tube, xi/xo: inner/outer surface of x, f: fluid, brack: bracket (not shown)
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the wall of the absorber tube, which heats it. There is no heat generation inside by
another process, hence, the heat generated by the incident solar flux is used to heat
the working fluid via the absorber tube. For efficient operation, the heat propagation
from the absorber tube to the ambient has to be minimized. This is solved as follows.
The absorptivity of the tube is close to unity in the range of the solar spectrum,
however, the emissivity is below 0.1 in the infrared range [21] where the body emits
themaximum heat via radiation. Equation (6),Wien’s displacement law, answers this
phenomenon with different emissivity and absorptivity values. Since the absorbed
and emitted radiation is characterized by different wavelength regions with minimal
overlap, the wavelength-dependent absorptivity and emissivity allow this operation
which is the key to high efficiency. Hence, the surface of the absorber tube is a color
body from the thermal radiation point of view. Even though the tube is evacuated,
heat conduction might be present between the glass envelope, and the absorber tube
as a small amount of gas remains in the tube during its manufacturing.

When the geometry is complex, and there is no room to fix either an insulator or
a shield, there are two solutions. The first one is wrapping the whole body with a
thermal shield or an insulator with a shiny coating that is practically the combination
of shielding and insulation. The second one, which is typically used in cavities, is
filling the hole with a non-conductive foam. Since thermal insulators usually good
electric insulators as well, this solution keeps the electric circuits safe. However,
maintenance after this step is impossible.

A recent approach to store heat in low weight is the use of heat pipes and phase
change materials in combination [22]. Since heat pipes are the thermal diodes, they
can be used both for retaining or releasing the heat. An example for the latter applica-
tion is the cooling system of microelectric components, briefly discussed in Sect. 5.3
of Chap. 3.

3.2 Releasing the Heat: Fins and Special Coatings

If there is an excessive heat generation inside of a device, the first thing to consider is
its use for, e.g., electricity generation [23]. If there is no use of heat and its rejection is
the desiredway, there are various solutions available. Themost obvious one is using a
surfacewhich reflects themajority of the incoming heatwhile it has high emissivity in
the operating wavelength range. This design is practically the inverse of the absorber
tube of the solar collector, shown in Fig. 1. Nevertheless, this solution works only
when there is a significant temperature difference between the bodies which interact
via radiation. In practice, the common materials have roughly equal absorptivity and
emissivity over the whole wavelength range of interest in engineering applications.
For a rich emissivity data, see Ref. [18].

The use of fins for heat rejection via thermal radiation emerged at the dawn of the
space age. An excellent overview of the optimization of fins for such applications can
be found in Ref. [24]. Since the price of launching 1kg mass to space is in the range
of 20,000 USD [22], designing a fin only for increasing the heat rejectionmust have a
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Fig. 2 Schematic of a nuclear reactor used for power generation in space applications [28]. With
permission

very good reason. Instead, this is the point when the authors highly encourage the use
of numerical software. With few degrees of freedom in the geometry along with their
given minimum and maximum size ranges, a genetic algorithm-based optimization
toolwill surely find the best solution to have themaximumheat rejectionwhile having
a low mass. Few examples for this methodology can be found in Refs. [25–27].

A need for heat rejection in space is usually connected to thermoelectric gen-
erators, shown in Fig. 2. The heat of the operating reactor is converted into electric
power in thermoelectric converter unitswhich are exploiting the Seebeck effect.More
details on them can be found in Sect. 5.4 of Chap. 3. These units have no moving
parts and require temperature difference on their sides. Hence, the other side requires
cooling which are connected to fins designed to reject heat via thermal radiation. The
connection of distant objects is usually solved by heat pipes.

4 Thermal Balance in Orbit

The present section highlights the thermal balance in Low Earth Orbit (LEO) since
this is the orbit which is affordable for amateur satellite designers [29]. Nevertheless,
the presented logic can be used for other spacemissions aswell as a starting point. The
communication system of a satellite is the most important part of the device, hence,
principally electrical engineers design small-sized spacecrafts. However, the failure
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rate of amateur satellites is significantly higher than that of professional satellites
[30]. A potential source of loss is the lack of thermal analysis and testing.

Before starting the design of any spacecraft, it is advised to calculate its lifetime.
Since the space debris is a continuously and rapidly increasing threat to all space
missions [31–33], it is highly recommended to pick the lowest applicable orbit which
allows the completion of the mission. If the electrical circuits of the satellite are built
from commercial components instead of ones designed for space use, be within few
years lifetime. Since it is affected by the space weather, i.e., principally by the solar
flares emitted by the Sun, any calculations will provide only a rough estimation.
Nevertheless, the lifetime increase exponentially with the altitude.

The affordable space exploration started in 1999with the introduction ofCubeSats
[34]. Besides the low cost, their development time is also low; there are vendors who
sell components to allow more focus on the mission objective and the development
of the related parts. Since the mass of CubeSats is limited to 1.33 kg, and the average
specific heat capacity of the satellite is below 1 kJ/(kg·K), the temperature variation
in orbit is significant. As the satellite is isolated in space, the heat transfer between the
satellite and its environment is via thermal radiation. These are the followings [35].

• Solar flux. Its value depends on the Sun cycle, and the distance from the Sun. Its
average value is 1367W/m2 at Earth’s orbit which is good for preliminary analysis.
Due to the elliptical orbit, the low and high average values are 1322W/m2 and
1414 W/m2, respectively.

• Radiation to space. The dark background temperature is 2.7K. This is always
present and is the dominant reason of heat loss.

• Radiation between the satellite and Earth. As for Earth, its mean temperature
can be assumed as 255K. Sometimes it is calculated as an incoming heat flux to
the satellite, however, it varies with the orbit and hence needs corrections. If a fixed
temperature is used, the equations to solve will be simpler to handle; and only the
view factor needs to be calculated by basic geometric equations.

• Albedo. This is the diffuse reflection of the sunlight from the surface of Earth.
Majority of the albedo is originated from the snowy and icy poles and deserts.
Since this is depending on the weather, its accurate modeling is challenging, and
prediction is even harder. However, an average value can be estimated based on
the available Earth observation data.

5 Example: Thermal Evaluation of a PocketQube Class
Satellite

This subsection shortly summarizes our work in the thermal behavior evaluation of
the SMOG-1 PocketQube satellite [36]. The spacecraft is scheduled to launch by the
end of 2019/early 2020. Figure3 shows the variant prepared for qualification tests.
The satellite name comes from its mainmission goal: monitoring the Earth to provide
data on electrosmog in the frequency range of digital TV stations (430–860 MHz).
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Fig. 3 The assembled
satellite model for
qualification tests [36]. With
permission

Even though the standard for this satellite class has been removed from the internet,
it is worth to present the thermal challenges of a 5 × 5 × 5 cm size since its heat
capacity is even lower than that of CubeSats, hence, it is more exposed to temperature
oscillations in orbit.

Since the customers principally pay for the mass of the spacecraft, and the elec-
tronic components show a dramatic decrease in size over time, such a tiny platform
can host a wide variety of experiments and is expected to return to the space industry
in an updated form. The solar panels on the small surfaces cannot provide enough
energy to power the communication systems to efficiently transfer large images to
the ground. However, compressed text data in the range of 0.5MB/orbit can be safely
downloaded by using a single ground station. Nevertheless, it depends on the orbit.
An extended antenna system may allow more data to be downloaded.

In such a small size, the first design principle is that there is no room for a separate
framework which host the printed circuit boards (PCB). Therefore, the PCBs serve
as both load carriers and thermal shields besides hosting the electric components. If
commercial products are used, they typically can withstand−40–+80 ◦C. In the case
of SMOG-1, a Li-ion battery is used for energy storage with an allowed temperature
range of −10–+60 ◦C. Since it was not possible to put a redundant battery due to
volume restrictions, the systemwas designed to being able to operate on a single solar
cell as well—hence, in the worst case, it will not be functional in Earth’s shadow. As
for the other electric components, every system was duplicated to tolerate a single
point failure. For this reason, solar panels are working individually on each side. The
use of commercial electric components is not a straightforward choice and should
be avoided if there is low time for testing. They are only accepted as final parts on
the spacecraft if extended rigorous tests approve them.

Since repairing in space is not an option, both finite element modeling (FEM)
and thermal network (TN) analysis were used to estimate the behavior. Since the
former required roughly five magnitude more computational time, it was used only



www.manaraa.com

5 Example: Thermal Evaluation of a PocketQube Class Satellite 113

Fig. 4 Simplified structure of the satellite, prepared for FEM analysis [36]. With permission

for checking. All the thermal design was principally performed by using TN. The
below subsections detail the calculations of various parts of the model. It was built
in Matlab Simulink, however, any other platform can be used for building a similar
model; no specific toolboxes/built-in functions were used. The simplified structure
of the satellite is shown in Fig. 4, featuring the mesh used for FEM analysis. All the
named panels were considered as a single node in the TN analysis, except for the
threaded rodwhichwas considered as thermal resistances between the corresponding
parts. Hence, 12 units: six side panels, five inner panels, and the batterywere analyzed
as concentrated parameter subsystems.

5.1 Thermal Boundary Conditions

The most important property of a satellite from a thermal analysis point of view
is its movement. The orientation determines the thermal radiation received by each
surface.When there is no thrust control,1 itwill be a randomvariablewith aminimum,
maximum, and expected value.

If a perfect cube is assumed with a side length of unity, and the light is coming
from one direction, the minimum and maximum affected surfaces are one and

√
3

square units, respectively. The expected value can be derived by using an integral
mean calculation. In this case, it is enough to calculate the orientation from zero to
π/4 by two angles due to symmetry:

1The sunlight also acts as a force on the surfaces. The most spectacular example for the use of this
phenomenon is the revival of the Kepler Space Telescope [37]. It featured six reaction wheels from
which the failure of the fourth one anticipated that the mission is over. However, the photon pressure
of the sunlight turned to be appropriate for a highly limited but functional 3D motion control.
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16

π2

∫ π/4

0

∫ π/4

0
[sin(φ) + cos(φ)] cos(θ) + sin(θ)dφdθ = 1.519. (7)

The next step is the determination of the orbit which incorporates the view factor
of Earth and the ratio between the dark and lit phases. The lower altitude results
in larger view factor, however, the dark phase will last longer, too. The presented
results are respective to a 550 km Sun Synchronous Orbit where the lit phase is at
least 64%, depending on the orbit of Earth around the Sun.

As for the solar panes, they turn a portionof solar flux into electricity, basedon their
efficiency. Nevertheless, it is important to know the reflectivity as a function of the
angle of incident radiation that also affects the efficiency. From thermal engineering
point of view, the high efficiency is not necessarily favorable since the incoming
solar flux governs the thermal balance of the satellite.

If there is a battery inside, its inner resistance contributes to the heating of the
battery.When the temperature significantly drops, this value notably increases below
a certain temperature, meaning a kind of self-control. However, this state should be
avoided when the purpose of the battery use is increasing its own temperature. The
heating power of the battery used in SMOG-1 produces roughly 10 mW, uniformly
distributed in the cells.

If there is no other device on board with high power consumption, i.e., which
produces notable amount of heat during its operation, the power amplifier of the radio
transmitter will generate the most heat. Therefore, the location of this part should
be chosen wisely. In our case, it was placed on the other side of the COM PCB
which hosts the battery. This was the best strategy to keep the battery temperature
the highest which was the most notable thermal design constrain. More information
on the thermal balance of the battery will be discussed in Sect. 5.3.

As for the radiative heat transfer between the ambient and the satellite, appropriate
corrections were made to the incoming fluxes to prepare them for employing in both
the TN and the FEM analyses which meant averaging and surface projection. The
corresponding values and sources are shown in Table1. The comparison of the two
calculation methods will be discussed in Sect. 5.5.

Table 1 Adjusted thermal radiation boundary conditions [36]. With permission

Part Heat flux source Magnitude (W/m2)

Top panel Incident solar 357

Top solar cell Incident solar 282

Bottom panel Albedo + IR 101

Bottom solar cell Albedo + IR 74

Middle side panels All three 474

Middle side solar cells All three 396
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5.2 The TN Model

The basics of the TN model were discussed in Sect. 3.2 of Chap. 3. Currently, the
key parts of the simulation, including inner connections, are summarized below to
give an overview of the required data.

• Geometry. The surfaces receive the radiative heat fluxes, and their products are
heat flows. In addition, when there is conduction between two surfaces, and the
conductor is not occupying thewhole surface, the effective area shouldbe estimated
to calculate the thermal resistance to be used. The view factors and volumes of each
part were also calculated by using geometry data to have the total heat capacities.

• Material and surface properties. The thermal conductivity of the FR-4 panels
was considered as anisotropic, while this property of other other components were
assumed as isotropic. Additional material properties were densities and specific
heat capacities. For thermal radiation, absorptivity and emissivity values were
estimated based on literature data.

• Thermal connections. The following thermal connections were considered. Radi-
ation to space, inner (volumetric) heat generation by electric components, inner
thermal radiation, considering the inner view factors, and conduction between the
subcomponents. Heat transfer from the ambient: solar flux, albedo, and radiation
of Earth.

• Rotation. The angular velocity was assumed as one rotation per minute, following
basic kinetic calculations of the launch pod. Its direction influences the thermal
balance which was the purpose of Eq. (7). As for the magnitude, the solar cells
are estimated to work efficiently up to 100RPM, where the maximum power point
tracking algorithm will start losing its full functionality. Note that this loss means
an increase in incoming heat flux since more of the solar radiation and albedo will
turn into heat. The rotation was added to four sides during the TN modeling while
FEM analysis uses only a mean value to end up with reasonable simulation time.
It feels that 1 RPM is slow, however, the temperature of an affected side varies
less than one ◦C. Hence, the thermal time scales here are significantly larger than
the motion time scales.

• Transient state. Due to the orbit, steady-state operation does not exists. There-
fore, energy balance equations are calculated for all subcomponents dynamically.
Assuming a constant heat capacity, c · mc, it will lead to a first-order inhomoge-
neous ordinary differential equation for the temperature as:

dT

dt
= 1

c · mc
·
∑

Q̇. (8)

To solve Eq. (8), the fourth-order Runge–Kutta algorithm was used. This is a stan-
dard starting point in engineering problems. If there are discrepancies or unex-
pected behavior present when the algorithm is checked, only then should one test
other methods or when the runtime becomes excessive. For a single node analysis
of small satellites, the Runge–Kutta method was considered as a reference by Ahn
et al. [38].
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5.3 Battery

In theory, a high number of thermal shield layers will reduce the heat transfer via
radiation between the battery and the neighboring parts to practically zero. However,
overheating should also be avoided, hence, a careful solution is required.

In practice, the battery has two wires which connect it to the energy bus. Hence,
heat transfer via thermal conduction will affect its temperature, even though the
radiative losses approach zero. Since copper is a good thermal conductor, too, this
loss will represent the minimum value. Again, in theory, very thin wires would mean
the lowest possible thermal losses, however, the structure has to survive the launch
procedure. Consequently, the governing heat transfer way between the battery and
the panel of the power control unit will be conduction. Knowing this fact, few layers
of shielding are appropriate for minimizing the thermal losses. Nevertheless, if there
is room for other temperature control methods, they can be used efficiently [39, 40].

Note that all the thermal protection principally serve as a thermal resistance
between the ambient and the satellite. The higher the resistance, the lower the tem-
perature fluctuation over an orbit. Since there is inner heat generation, shiny cover
surfaces are better since the majority of the materials have equal emissivity and
absorptivity. However, a surface finish with high absorptivity in the visible spec-
trum and low emissivity in the infrared spectrum is the best to maintain high inner
temperature.

The effect of the solar flux on the battery temperature is shown in Fig. 5. even
though there is 7% variation between the minimum and the maximum solar flux,
the battery absolute temperature will vary only 1.5% since the radiative heat trans-
fer scales with T 4. In addition, it can be concluded that the current conditions are
appropriate for the battery; it will operate in the allowed temperature range.

5.4 Overall Thermal Balance

After five orbits, the thermal balance of the satellite became final in the present case,
i.e., the initial conditions do not affect the results anymore. As for the orientation,

Fig. 5 Temperature
variation of the battery at
minimum and maximum
solar fluxes [36]. With
permission
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Fig. 6 Temperature variation of all PCBs in orbit at 1322 W/m2 solar flux

five panels are considered as lit (four of them are rotating) while one is not lit.
The temperature variation is shown in Fig. 6. Since the minimal solar flux was set,
and the lowest temperature is 10 ◦C above the minimum rated temperature of the
commercial electric components, it can be concluded that the thermal design at this
orbit is appropriate.

The effect of rotation causes less than one ◦C temperature variation on the sides,
shown in Fig. 6. Themagenta line represents the battery; it has the lowest temperature
variation as it was desired. The claret curve at the bottom represents the bottom side
while the blue curve shows the temperature variation of the top side. These sides were
not rotated. The high temperature variation of the top side is due to the presence of
the threaded rod which transfers a significant amount of heat to the bottom side via
conduction.

5.5 Comparison of the TN and FEM Analyses

To validate the results of a simulation, the best option is to have reliable measurement
data. Unfortunately, the exact temperaturemap and thermal conditions of the vacuum
chamber were not available, therefore, only rough estimations could be made which
are omitted now.However, the principal tests in vacuumwere succeed. Consequently,
the temperature data on orbitwill provide themost accurate information on the quality
of the used estimations.

Besides TN modeling, FEM analysis was also performed to check the TN model
as their mathematical methods are different, and the number of nodes is significantly
higher in the latter case. Figure7 shows the results in the case of the battery for the
two methods. After five orbits, there is 5 ◦C offset between the two results.
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Fig. 7 The battery temperature history at 1367 W/m2 solar flux [36]. With permission

Fig. 8 The global temperature distribution after six hours simulation time (which was a maximum
temperature peak) at 1367 W/m2 solar flux [36]. With permission

The principal reason behind the difference between the twomodels is that a single
PCB is calculated byFEMin three points along its thickness, and the planar resolution
is significantly higher. However, the TN model considered one side as one node. An
instantaneous result at the temperature peak of the orbit is shown in Fig. 8. The effect
of the battery and the power amplifier on COM is observable on all PCBs. Therefore,
if one wishes to improve the accuracy of the TN model, dividing each plane into
more components is the best way to do so. It can be done based on a FEM simulation
of a similar geometry, following the thermal gradients. The result that a concentrated
parameter-based approach is competitive to FEM analysis was also concluded by
Corpino et al. [41]. The reason for the lower calculated temperature values is that
there is zero inner thermal resistance in a single PCB, leading to faster heat release.
Hence, the TN method for evaluating thermal behavior is a safe approximation.
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Fig. 9 The top side
temperature history at
1367 W/m2 solar flux [36].
With permission

Fig. 10 The bottom side
temperature history at
1367 W/m2 solar flux [36].
With permission

Similarly, 5 ◦C temperature difference was present in the case of the simulation
of the top panel, shown in Fig. 9. Nevertheless, the temperature deviation between
the two models for the other panels was usually higher due to the above-detailed
reasons. The temperature variation of the bottom panel is characterized by the highest
deviation, which meant 3–16 ◦C temperature difference, shown in Fig. 10.

This example calculation of a small-sized satellite has shown that an appropriate
TN model can reproduce the characteristics of a FEM model which is rather easy to
establish today. However, design and long-term use calculations are easier with TN
due to the significantly shorter simulation time. Even though it was not emphasized
here, the model is the most sensitive to the boundary and inner conditions due to the
radiative heat transfer between the satellite and the cold space. Therefore, it is advised
to spend enough time on analyzing your system and its properties before running
any model to get dependable results. As a final sentence about the two models, the
TN analysis provides a safe approach compared to FEM due to the heat propagation
inside one node is neglected.
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Chapter 5
Nature Knows Better

1 Introduction

The classical constitutive equation of heat conduction is valid for homogeneous
materials;moreover, the ‘rapidity’ of a process doesmatter aswell, i.e., amicrosecond
fast process may not be modeled appropriately with the Fourier’s law. There are
analogous restrictions for the other constitutive equations; however, these limits
cannot be determined easily. The thermodynamical background of constitutive laws
is discussed in Chap.2. Thenwe show here the experimental backgroundwhich acted
as a motivation to find a better model, and also, to decide which model is applicable
and what are their limits. All these phenomena are beyond the classical modeling
capabilities from some sense. The validity limit of each constitutive law is possible
to characterize with certain time and length scales. These scales arise from various
sources, for instance,

• the material parameters which determine the observed propagation speeds,
• the structure of the material,
• the size of the conducting medium,
• the boundary conditions,

and, implicitly, the actual state of the material. Now, let us recall the relevant material
parameters for heat conduction equations:

• the classical coefficients are the mass density ρ, the specific heat c and the thermal
conductivity λ. These form the so-called thermal diffusivity α = λ/(ρc) which
combination is essential for transient (time-dependent) problems. Usually, it falls
between10−8 and10−5 m2/s, dependingon the conductivity ability and the specific
heat capacity (ρc) of themedium. This is generally true if the temperature is around
−40−200 ◦C as it is in most of the engineering applications.
However, onemust bemore carefulwith lowor high-temperature situations such as
the modeling of burning processes and its counterpart, the cryogenic applications.
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The material parameters depend on the state variables,1 most commonly on the
temperature [1, 2], its order of magnitude is also a characteristic property of the
material.

• If one have to apply a generalization of the constitutive equation, then the new
coefficients introduce further time and length scales. One outstanding example is
related to the Guyer-Krumhansl equation. After eliminating the heat flux from the
equations,2 it reads

τ∂t t T + ∂t T = α�T + l2�∂t T, (1)

in which the ratio of l2/τ has the same dimension as α. Moreover, an attentive
reader notes the appearance of the Fourier equation and also its time derivative
with the new parameters. Thus the relation between α and l2/τ can characterize
the deviation from the Fourier heat equation. In the special case of α = l2/τ , the
solution of the Fourier equation is recovered and called ‘Fourier resonance con-
dition’ [3, 4]. Furthermore, the appearance of l2/τ introduces a new time scale
beside the classical one. It is worth to mention that l2 itself has the dimension of
m2 which proposes some length scale dependence, too.
That structure of the Guyer-Krumhansl equation suggests parallel conduction
phenomena with separate time and length scales. This usually happens in het-
erogeneous materials. The experimental section about the room temperature mea-
surements presents the related observations.

• The new parameters in the constitutive equations can depend on the state variables.
The temperature dependence of the relaxation time is experimentally proved in
low-temperature situations.

• The length scaling properties become relevant in micro and nano-sized objects.3

According to the related experiments, some of thematerial coefficients reflect their
dependence on body size. Moreover, it is also observable on macroscale in certain
heterogeneous materials.

• The role of the boundary conditions is not completely clear from the sense of
observing non-classical phenomena. In most cases, the so-called heat pulse exper-
iment [5–7] (or flash experiment) is applied since the time scale of the heat pulse
can be varied in awide range, e.g., from 1µs to seconds. Its schematic arrangement
is depicted in Fig. 1. The observation of non-Fourier phenomena depends on both
the excitation frequency (even if it is periodical or a single pulse) and the heat loss
to the environment.

First, we start with the heat conduction experiments, beginning at the low-
temperature cases as their historical and theoretical importance is still outstanding.

1Since the heat flux q becomes a state variable in the generalized equations, independently of the
approach, it is worth to mention the possible q-dependence of the material parameters.
2We refer to it as ‘temperature representation’. If the temperature is eliminated, then it is called
‘heat flux representation’.
3Naturally, the scaling property appears in large scales, too, but it is less frequent in the practical
applications and may be important merely for geological applications.
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Fig. 1 Schematic
arrangement of a heat pulse
experiment [8]. On the left
side, a heat pulse irradiates
the front face, and, in the
meanwhile, the temperature
is measured at the rear side

That section starts with the observations of second sound, the damped wave prop-
agation of heat and ends with the ballistic type conduction, which represents the
connection between the macroscale low-temperature and the nanoscale room tem-
perature problems. Later on, further room temperature experiments are discussed,
including examples for non-Fickian and non-Newtonian phenomena.

Now, for the sake of clarity, let us summarize the relevant heat conduction models
from Chap.2. All these models have importance in the experiments.

• Fourier’s law: q = −λ∇T .
• Maxwell-Cattaneo-Vernotte (MCV) equation: τ∂tq + q = −λ∇T .
• Guyer-Krumhansl (GK) equation: τ∂tq + q = −λ∇T + l2�q.
• Dual Phase Lag (DPL) equation: q(x, t + τq) = −λ∇T (x, t + τT ).
• Ballistic-conductive (BC) equations: τq∂tq + q + λ∇T + l∇ · Q = 0 and

τQ∂tQ + Q + l∇q = 0.

2 Non-Fourier Heat Conduction

Previously, we emphasized some general aspects of the validity region of constitutive
equations. In the following,we shall focus on the phenomena that cannot be explained
with Fourier’s law. Their experimental background is extensive; thus, it is not possible
to present them in detail. However, this summary is enough to highlight the scaling
properties of the heat conduction phenomenon. In order to gain a better overview of
the observed phenomena, we first briefly summarize the existing propagation modes:

• diffusive propagation: the Fourier’s law is applicable;
• second sound: damped wave propagation, slower than the speed of sound, the
MCV or GK equations are necessary to use;
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• over-diffusive propagation: it is also diffusive conduction with different charac-
teristics, observed on room temperature, and the modeling level of GK equation
is necessary;

• ballistic conduction: propagates with the speed of sound, its description requires
a model that contains coupling between the heat flux and the pressure, for details,
see Chap. 2.

2.1 Classical Evaluation of the Heat Pulse Experiments

For comparative reasons, it is expedient to present the classical case, too. In Fig. 2, a
common temperature history can be observed. There are two possibilities to evaluate
the recorded data. The first choice could be the direct simulation of the experimental
setting using the complete system of partial differential equations. This is also pre-
sented in this Figure. The evaluation procedure can be significantly simplified if one
presumably accepts the validity of the Fourier’s law: the given analytical solution4

immediately offers the thermal diffusivity, the outcome of this measurement [7]:

α = 1.38
δ2

π2t1/2
, (2)

where t1/2 is the time required to reach half of the asymptotic temperature value
that is given from the data and δ stands for the sample thickness. Moreover, this
solution also assumes that the first term in the infinite sum (for details, see [9–11])
is sufficient.

In simple cases, it is easy to use and yields accurate results. However, for non-
Fourier problems, such solutions are still under development, and their practical usage
is not straightforward [12–16]. Furthermore, the deep understanding of the role of

Fig. 2 Typical rear side
(dimensionless) temperature
history [17]. Solid line:
filtered experimental data.
Dashed line: prediction of
Fourier equation. The value 1
represents the adiabatic limit.
Since cooling is present, the
dimensionless temperature
remains below 1

4Assuming adiabatic boundary conditions on both sides with non-uniform initial condition tomodel
the initial (and quick) absorption of the heat pulse.
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constitutive equations is required to define the boundary conditions appropriately.
Their role will be discussed later. Since for these more complicated cases, there
is no applicable formula, one way remains: the direct numerical solution of the
corresponding PDE system.

2.2 Low-Temperature Heat Conduction: Second Sound

The history of non-Fourier heat conduction has been started with predicting the
phenomenon of second sound, a dissipative, wave-like propagation of heat, by Tisza
and Landau [18–21]. During that era, the second sound was assumed to be present in
a superfluid medium such as the He behaves around 1.5K. Describing the behavior
of a superfluid is still the subject of recent researches. In modeling a superfluid, the
pioneering idea of Tisza was to assume the mixture of a superfluid (Bose-Einstein
condensate) and ‘non-condensate’ parts, Tisza developed the first basis of a two-
fluid model [22]. The existence of second sound is first experimentally observed by
Peshkov in liquid (superfluid) He II in 1944 [23]. In parallel, the behavior of liquid
He—its phase diagram, viscosity properties, vorticity formations and their impact on
thermal processes—have been investigated widely and are still important questions
[24–35].

Thewave propagation speed plays a crucial role inmany aspects. On the one hand,
it serves as a guide what has to bemeasured, what is the time scale. On the other hand,
it helps to identify the signal by distinguishing it from the other wave phenomena.
One example is shown in Fig. 3, where the time scales are also visible. Here, the
waveform of heat conduction became apparent, and in some cases, its reflection is
also observed [36].

Here, we mention the work of Lane et al. [38, 39], Maurer and Herlin [40],
Ward and Wilks [41], Atkinson and Osborn [42], Chester [43] and Pellam [36], who
analyzed theoretically and experimentally that attribute of the second sound. The
measurements of Pellam begin at theλ-point of He II (around 2.2K), observing about
2m/s propagation speed. Moreover, these observations clearly present the nonlinear
behavior of temperature dependence: decreasing the temperature by 0.3K, the speed
increases slightly above 20m/s [36]. This is in agreement with the work of Lane
et al., who reproduced the experimental results of Peshkov with greater accuracy.
According to their measurements, the speed of second sound is 19.18 ± 0.1m/s at
1.74K. Atkinson and Osborn extended these results, they performed measurements
on He II at 0.1K, and the speed found to be 152 ± 5m/s, see Fig. 4 for details. It
shows that the speed starts to increase considerably as approaching 0 K.

Later, Guyer and Krumhansl obtained the so-called window condition [44], an
interval to estimate which heat pulse frequency can create a measurable heat wave. It
is proved to be extremely helpful to detect second sound in solids as well [37, 45–48]
and plays an important role in recent studies [12–14, 49, 50]. An overview of the
history of this topic is given by Joseph and Preziosi, Ván, Cimmelli and coworkers
[51–59].
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Fig. 3 Typical temperature history in detection of heat pulses [37]. With permission

Fig. 4 The temperature
dependence of the
propagation speed of second
sound in He II based on [42].
With permission
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The first extension of Fourier’s law, the so-called MCV equation is devoted to
model the phenomenon of the second sound. It characterizes the propagation speed
with the formula

vc(T ) =
√

α

τ
(T ), (3)

in which the temperature dependence of the relaxation time can be recovered if the
function α(T ) is also measured. Since vc(T ) is nonlinear, together with α(T ), thus
τ (T ) could be nonlinear, too, especially close to 0 K. We recall that the specific
heat and the mass density are also the functions of the temperature. Eventually, the
measured vc(T ) reflects T -dependence of 4 (not necessarily) independent material
parameters. Hence various T -dependency can be imagined for τ (T ). One of the
simplest example is

τ (T ) = 3.5ps − 2ps

500K

(
T − 300K

)
, (4)

which holds in a certain temperature range (<1000K) for graphene with T being the
lattice temperature [60].

2.3 Low-Temperature Heat Conduction: Ballistic
Propagation

The next breakthrough in experimental heat conductionwas discovering the ballistic-
type propagation. Jackson, Walker and McNelly performed several experiments in
which they observed a signal with the speed of sound [61–64]. In Fig. 5, typical
temperature histories are depicted, including also the second sound. The parallel
appearance of different phenomena makes this experiment outstanding. Here, data
recorded for two NaF samples are presented, where L and T denote the longitudinal
and transversal ballistic signal, respectively. Those are faster than the second sound.

One essential requirement for successful measurement is having an isotopically
and chemically pure crystal, which is challenging to produce [64]. These anisotropic
crystals have incredibly high thermal conductivity, between 1000 and 50000W/(mK)
which is extremely sensitive to the temperature and also depends on the direction
[65–71].

Various theories have been developed to provide an explanation, the most impor-
tant ones are related to Rogers [72, 73], Dreyer and Struchtrup [74], Frischmuth and
Cimmelli [75–77], Chen [78, 79], Ma [80–82], Jou et al. [83–89], Kovács and Ván
[90–92].

Rogers’ model originates from Landau’s [93] in which Landau assumed that the
bulk (or second) viscosity ηb of a fluid is complex in case of sound propagation, i.e.,
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Fig. 5 Original results of NaF experiments: the right one was published in [61] and the left one in
[63]. L and T denote the longitudinal and transversal peaks of ballistic propagation, respectively.
The length of a heat pulse is around 0.1µs. The sample length is around 7mm. With permission

ηb = eτ (1 − c22/c
2
1)

1 − iωτ
, (5)

where τ−1 = τ−1
R + τ−1

N with the corresponding relaxation times of resistive and
normal processes which are introduced earlier in Chap. 2. Furthermore, ω, c1 and
c2 are the frequency, the first and the second sound velocities, respectively; e is the
internal energy that is splitted into an equilibrium e0 and a perturbated e′ part:

e = e0 + e′. (6)

Rogers adopts that approach, and the hydrodynamic equations are applied for phonon
gas in which the heat flux vector replaces the velocity, q = ev. Rogers has shown the
transition from second to the first sound wherein the frequency of normal processes
together with the bulk viscosity have great influence. It is also important to note,
that model fits well for second sound measurement data. However, it is not able
to produce temperature history showing the ballistic and second sound propagation
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together. Although Y. Ma improved the complex viscosity model of Rogers, it is still
not able to give an appropriate explanation for NaF experiments of McNelly et al.

In the works of Frischmuth and Cimmelli, the phonon model was discarded and
a so-called “semi-empirical” approach have been applied. Here, a non-equilibrium
temperature β is introduced beside the absolute one—denoted by �—and a single
relaxation equation is assumed to be valid, i.e.,

τdtβ + β = �. (7)

Here, β behaves as a single scalar internal variable that accounted as follows,

q = −λ(β,�)∇β, (8)

that is, the gradient of non-equilibrium temperature appears in thismodified Fourier’s
law. That model is proved to be useful in describing the second sound, presenting
an alternative way to include the wave nature of heat conduction into the model-
ing. Later, this semi-empirical description is extended by including the mechanical
contributions, too.

The previous approach is analogous with the concept of the micro-temperature
model developed by Berezovski et al. [94–97]. They assumed that exists a non-
equilibriumvariable, the so-calledmicro-temperature,which is coupled to themacro-
deformation. Then, the change in the micro-temperature induces a perturbation on
macro-temperature (that is modeled with the Fourier’s law), too, which results in
a wave propagation of heat with finite speed, limited by the mechanical properties
of the medium. Defining a convenient free energy function, all these effects can be
included [94]. The approach of dual internal variables motivates the form of such
free energy, see the work of Ván, Berezovski et al. [96, 98, 99]. Despite the missing
experimental benchmarks, this approach concludes that there is no need to modify
the Fourier’s law in order to obtain a heat wave propagating with finite speed.5

The model of Dreyer and Struchtrup [74, 100] originates in phonon hydrodynam-
ics, but it differs from Rogers’ approach. This is the first model that contains the
ballistic and second sound effects in parallel, with a quantitative match to the experi-
ments. The thermo-mechanical coupling arises naturally from the momentum series
expansion of the Boltzmann equation, and it also laid the foundation for modeling
such a complex problem. Its drawbacks have mostly mathematical origin: the prop-
agation speed is not accurate using only 3 momentum equations. Besides, there is
no solution to this shortcoming within this framework since the relevant coefficients
are fixed by definition.

The NaF experiments are first quantitatively reproduced using the approach of
non-equilibrium thermodynamics with internal variables [90, 97, 101–103], which
is presented inChap.2. The corresponding solutions of the ballistic-conductivemodel
are presented in Fig. 6 [92].

5As a philosophical question to the Reader: is it possible to interpret the internal variable as a
measure of deformation to obtain a hyperbolic heat equation?



www.manaraa.com

132 5 Nature Knows Better

Fig. 6 Summarizing the calculations and the experiments, the red curves correspond to the solutions
of the one-dimensional form of ballistic-conductive model [92]. With permission

Fig. 7 Temperature
dependence of relaxation
times for a NaF crystal,
evaluated using the ballistic
conductive model [92]. It
corresponds to the sample
#607167J [64], (left side in
Fig. 5). With permission

For detailed comparison with phonon hydrodynamics, see [91, 92, 104]. These
simulations predict the temperature dependency of relaxation times (see Fig. 7), too.
In each case, the relaxation times are fitted and the material parameters (thermal
conductivity, specific heat and mass density) are taken from earlier measurements
[46, 63, 105–107], summarized in the Tables1 and 2. The mass density was constant
since there is no information about its T -dependence for NaF crystals.



www.manaraa.com

2 Non-Fourier Heat Conduction 133

Table 1 Classical material parameters for crystal #607167J, (left side in Fig. 5)

Thermal conductivity( W
mK

) Specific heat
(

J
kgK

)
Mass density

(
kg
m3

)

@11K 8573 1.118 2866

@13K 10200 1.8 2866

@14.5K 10950 2.543 2866

Table 2 Classical material parameters for crystal #7204205W, (right side in Fig. 5)

Thermal conductivity( W
mK

) Specific heat
(

J
kgK

)
Mass density

(
kg
m3

)

@9.6K 8500 0.7123 2866

@12.5K 17300 1.62 2866

@15K 21750 2.735 2866

@17.3K 22880 4.45 2866

2.4 Ballistic Conduction: Observations on Room
Temperature

It is useful if we insist on the kinetic definition of ballistic propagation: phonons
scatter on the boundary only. For a low-temperature system, the mean free path
of a particle becomes large enough to make the ballistic contribution significant in
the overall heat conduction process. This is analogous if the system size is reduced
instead of the temperature, this effect becomes apparent in a nanoscale object.

Besides, the determination of material parameters also becomes difficult from an
experimental point of view. For example, the size dependence of thermal conductivity
is also observed in several cases, e.g., for superlattices, beyond the usual temperature
dependence [83, 108–118]. Wang et al. [119] reported results about the strong size
and temperature dependence of thermal conductivity, observed in nanofilms and nan-
otubes by several authors [110, 120–125], and also for semiconductors [126, 127].
In the case of modeling nanosized materials, the molecular dynamics simulations
have greater importance [110, 119, 128].

Usually, the non-Fourier heat conduction can be detected in a different way, such
asmeasuring the conductivity properties. Instead of variouswave propagationmodes,
the thermal and electric resistance measurements show the deviation from the classi-
cal theory [129], see Fig. 8 in which an example is shown about the thermal behavior
of carbon nanotubes.

However, there is one outstanding example for nanomaterials, in which case the
heat pulse experiments can be conducted similarly as previously. The research about
the thermal behavior of thin films is still increasing [130]. The numerous applications
and processes [131, 132] all require the reliable prediction of temperature conditions.
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Fig. 8 Thermal resistance measurements show the presence of ballistic propagation [129]. Abbre-
viations: CNT (carbon nanotubes), BNNT (boron-nitride nanotubes). With permission

From a theoretical point of view, a continuummodel remains applicable, but it is still
not clear which one would be the best one in such cases. Using a kinetic description
is more popular, and regarding the particular heat transport mechanism, shows good
agreement both with molecular dynamics simulations and experiments [133, 134].
For more in-depth insight, we recommend the work of Chen [78, 79, 135–137].

In this experimental situation, the pulse length becomes significantly shorter than
before; it is in order of femtoseconds, e.g., 100−200 fs. The usual thickness is around
200−2000 Å [138]. Figure9 shows the usual arrangement of a heat pulse experiment
on a nanofilm material. It is important to emphasize that instead of measuring the
temperature, the change of reflectivity is detected; for instance, see the data in Fig. 10
[139]. It is possible to reconstruct the temperature from that reflectivity change;
moreover, the characteristics of the transient behavior of that change depends on the
actual mean free path in the film [140]. That change of reflectivity is proportional to
the temperature, and that depends on the material. Recently, the group of Siemens,
Hoogeboom-Pot and Lee et al. [141–143] obtained convincing experimental proof
of the ballistic behavior at room temperature.

2.5 Room Temperature Heat Conduction: Over-Diffusion

In the previous sections, we have seen various forms of non-Fourier heat conduction,
namely, the second sound and ballistic propagation. From the kinetic point of view,
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Fig. 9 The usual
experimental arrangement
for thin nanofilms [138].
With permission

Fig. 10 The recorded
change in resistivity in
respect to time for various
materials [139]. With
permission

these are the consequence of large mean free path that also can be observed in a
nanoscale object. TheKnudsen numberKn = l/L reflects this effect verywell.While
in the low-temperature situation themean free path l becomes large, comparable with
the body size L , in the room-temperature case the body size L is decreased to the
order of l.

This section, however, differs from the previous ones. It is not widely known that
there is one more non-Fourier phenomenon, called over-diffusive propagation. The
classical law of heat conduction is valid for homogeneousmaterials which practically
do not exist in reality. Hence in this section, the behavior of heterogeneous materials
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is investigated. Their various constituents introduce different time scales (or spatial
scales, accordingly) into the heat conduction process due to the presence of different
thermal conductivities and heat capacities. The consequence of the thermal interac-
tion among each constituent (together with the thermal resistance on the interfaces)
can be measured only ‘effectively’ since it is practically not possible to measure the
temperature history point by point. That ‘effective’ detection means a ‘homogeniza-
tion’, the measured thermal behavior is reconstructed using a generalized model that
substitutes the original—heterogeneous—material with a homogeneous one. Then
the extra parameters can be determined by a fitting procedure, assuming that the mul-
tiple timescales (or spatial scales, accordingly) can be described with a generalized
model, such as the Guyer-Krumhansl equation.6 One particular set of parameters,
α < l2/τ , is called over-damped or over-diffusive propagation. This is observed in
several rock and foam samples, which is presented later. The opposite relation has
not been measured so far.

From a practical point of view, there is a difficulty in the treatment of hetero-
geneities. Their variety and distribution are different from sample to sample even for
artificially produced materials such as foams. Consequently, there is a random error
in determining the material parameters [144, 145], even for the same type of material
and that material parameter can only be the ‘effective’ (or apparent) one since this
is the measured one.7 Moreover, these materials are anisotropic, i.e., their behavior
(and their corresponding time scales, accordingly) is direction-dependent, and the
material parameters are represented by tensors instead of scalars. Furthermore, they
possess a complex structure (for instance, a porous one) which is also practically not
possible to accurately implement in the modeling process.

Usually, in the literature, theMCV equation is considered to be valid also on room
temperature and attempted to be found in the aforementioned experiments unsuc-
cessfully. Despite the inconclusive experimental results, Bamdad et al. [146] applied
the MCV equation for heat transfer via fins which fin was assumed to be homoge-
neous. In this regard, this analysis has remained on the level of theory without any
particular proof. Both the validity and the misinterpretations around the MCV equa-
tion are discussed deeply by Bright and Zhang [147]. According to their argument,
the MCV equation cannot be observed in any room temperature experiment. They
have the same opinion for low-temperature experiments, too, which is contradictory
with many early works that used the MCV model8 successfully in describing the
phenomenon of the second sound.

6Recall the Fourier resonance condition!
7We note here the difference between the apparent and theoretical (calculated) material parameters.
It has great importance in some scaling properties that will be discussed at the end of this chapter.
8In somepapers, theMCVequation is considered to be thermodynamically incompatible. In general,
this interpretation depends on the space of state variables: one must include the heat flux as an
independent variable, then the anomalies around the entropy production disappear.
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Porous Materials

The porous material structure is advantageous for many practical applications, and
not merely in civil engineering. The possibilities are widened and extended to the
field of mechanical engineering, too. Naturally, the complete description of a hetero-
geneous material requires many physical parameters [145]. The most relevant one is
the so-called ‘porosity’, P that defines the volume ratio between the voids and the
apparent volume. Its presence modifies both the mechanical and thermal attributes,
consequently, the corresponding material parameters depend on P [148–152]. A
detailed description of the transport properties and the related models, especially for
fluid flow, are given in [145, 153]. Liu [154] profoundly presents both the math-
ematics and physics of porous structures. It is worth to note that the approach of
non-equilibrium thermodynamics is mostly out of sight in the corresponding litera-
ture and consequently, the Fourier’s law is not modified consistently [155].

The history of room temperature non-Fourier heat conduction is not as long as
the low-temperature research; experiments in this direction have been conducted
for around 50 years. Luikov may be the first who proposed the Maxwell-Cattaneo-
Vernotte equation to model a room temperature process in porous materials, in 1965
[156, 157]. Thefirst example to detect room temperature non-Fourier effects is related
to Kaminski [158], see Fig. 11 for the setup and the results. The examined materials
were sand and glass ballotini, among others. These are grained materials, and the
different time scales may exist due to the voids among the particles. It is found that
there is a significant time lag between the heat pulse and the signal observation.
As Kaminski states, if the Fourier’s law would be valid, the signal should arrive
between 5 and 10 s. However, the signal was observed much later, between 100
and 200 s (Fig. 11). Unfortunately, these results could not be reproduced later [147,
159–161].

Fig. 11 Left side: the setup of Kaminski’s experiment. Right side: the measured temperature signal
respect to time, taken from [158]. With permission
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Later, Vedavarz et al. [162] investigated the validity range of MCV equation,
then together withMitra [163], they performed the next, contested experiment. Their
results show the wave-nature of heat conduction in frozen processed meat. The
meat is situated suddenly onto a preheated plate, and the temperature is measured by
thermocouples inside. However, this experiment could not be reproduced, too. Other,
follow up measurements led to contradictory results, see Scott et al. [164], Herwig
and Beckert [160, 161], Bright and Zhang [147], Roetzel et al. [165]. According to
Antaki, additional processes and heat transfer mechanisms might have played a role
[166], especially phase transitions from ice to liquid.

It is interesting to mention that on the contrary of Kaminski’s experiments, Jiang
et al. [167] managed to detect the wave form of heat conduction in a porous material
at room temperature. Despite the promising result, there is no either reproduction or
further development. Their evaluation is also not sufficient; both the MCV and the
dual phase lag model failed to match the measurement quantitatively. Other papers
report non-Fourier effects on room temperature, e.g., in liquids and gases [168, 169].
Besides, those are based on the widely criticized dual phase lag model that makes
their results more debatable in modeling convective heat transfer.

The corresponding literature of room temperature non-Fourier heat conduction
in heterogeneous materials with macroscale size is sparse. From a practical point of
view, the modeling problems of rocks are also interesting and have a wide range of
applicability. For instance, the extensometer measurements conducted in the nuclear
waste disposal of Bátaapáti in Hungary [170] show significant temperature effects
in rocks. It motivated the research of the group in BME (Hungary) to perform heat
pulse experiments on various rock samples such as limestone and leucocratic rocks
[3, 4, 8]. The studied specimens are in mm scale. The preliminary measurements are
started with a ‘book’, that is, the experiments are conducted on a periodic layered
structure where the layers are perpendicular on the direction of heat flux. The results
were not convincing [171]. In the next step, a capacitor sample is used where the
periodic layered structure is present again; however, in parallel with the heat flux. It
was the first, reproducible and significant observation of non-Fourier heat conduction
at room temperature [3].

We note here again, it corresponds to an ‘effective’ measurement: there is a very
thin silver layer at the rear side that ensures good contact to the thermocouples and
also averages the temperatures of the different layers. That temperature history differs
from Fourier’s law. Besides, it is still anticipated that the layers behave separately
as the Fourier’s law dictates; however, due to their interaction, the behavior of the
‘homogenized’ structure becomes non-Fourier.

The observed deviation in rocks occurs in the same form as in a capacitor, see
Figs. 12 and 13 for details. Recalling the Fourier resonance relation from the Guyer-
Krumhansl equation, the over-diffusive domain (α < l2/τ ) is observed in all cases.
It is remarkable to notice that after some initial time, the Fourier heat equation
becomes applicable, the temperature history is according to Fourier’s law. All the
experimental data are fitted well with the Guyer-Krumhansl equation. The resonance
condition [172] suitably characterizes that deviation. Interestingly, we observed the
size dependence of the over-diffusive phenomenon recently [8]. That dependence



www.manaraa.com

2 Non-Fourier Heat Conduction 139

Fig. 12 Measurement
results (solid noisy line) and
Fourier fitting (dashed line)
of crystalline limestone
sample from Villány
(22/02/2016, second
experiment) [104]

Fig. 13 Measurement
results (solid noisy line) and
GK fitting (dashed line) of
crystalline limestone sample
from Villány (22/02/2016,
second experiment) [104]

is motivated from a theoretical point of view as well: the change of spatial scale
modifies the coefficient l in the GK model. Finally, we note that the derivation of
the GK equation in the framework of NET-IV is independent of the material type,
i.e., it can be practically applied with no restriction to the structure. Due to the large
variety of heterogeneous materials, it can be a significant advantage.

That universality allows applying the same thermodynamic background for metal
foams, too [4]. Foams belong to the most pioneering material structures [173–176].
Inclusions are artificially situated inside the material during a special regulated gasi-
fying process. The aim is to preserve good mechanical properties along with a light-
ened structure. The role of metal foams in aerospace, automotive industry, moreover
in the field of heat exchangers is growing [175]. In our heat pulse experiments, two
different aluminum-based foams are used, and the same non-Fourier phenomenon is
detected, see Figs. 14 and 15 for details.

One excellent example is the modeling task of porous burners in which several
transport processes occur at the same time. The voids and the capillaries of the burner
are filled with fuel-air mixture which burns in the cavities of the solid material. Its
detailed theoretical analysis points beyond the capabilities of the existing theories
due to the numerous complexities occurring here. One would have to unify the ther-
mal, the mechanical, the fluid flow, the diffusion, and the chemical equations and
aspects which, at that moment, is practically unfeasible. As we have seen previously,
these aspects are challenging even separately. This is the reason why an ‘effective’
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Fig. 14 Measurement
results and Fourier fitting of
metal foam [104]

Fig. 15 Measurement
results and
Guyer-Krumhansl fitting of
metal foam [104]

modeling approach could be more useful for some modeling purposes after under-
standing how the new parameters describe the medium under certain conditions. It
still requires much more effort and possesses great potential.

Mujeebu et al. [177, 178] summarizes the simplifying assumptions that usually
made in the modeling process:

• the air thermo-physical material properties depend on the temperature and the
concentration,

• the solid porous phase described by constant properties,
• the pressure drop inside the burner can be neglected,
• the air and the fuel are completely premixed,
• the flow is considered to be incompressible.

Furthermore, the thermal radiation becomes extremely important that is accounted
for the solid phase only; it is considered as a gray body while the gaseous phase
is completely transparent. In general, the momentum equation is also out of sight.
Consequently, the experimental background is more significant, and there are huge
efforts in the literature to develop a reliable model and implement these burners
into industrial applications [179–184]. Figure16 shows a particular porous burner,
presenting some characteristics, too.

Completely neglecting the chemical reactions from themathematical and physical
description of porous burners, we arrive at the diffusion (and heat transfer) problem
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Fig. 16 The schematic
arrangement of a two-layer
porous burner [177]. With
permission

of porous materials. From a practical point of view, this is the modeling task of a
drying process [185–188]; it is important in civil engineering [189] and also occurs
in biological applications. The driving force of the mass flux can be the pressure
gradient,

Jm = −Dmρ∇ p, (9)

where Jm being the mass flux, Dm = k/μ comes from the ratio of the permeability
k and the viscosity μ; this is the so-called Darcy’s law [190, 191]. In terms of the
concentration gradient, this is called as Fick’s law, which is already presented in
Chap.2. Analogously to heat conduction, it is not straightforward how to use Fick’s
law for porous materials. Unfortunately, the experimental possibilities are limited
since it is more difficult to measure the transient change of the moisture content.

Mathematically, the generalization of Fick’s law is analogous to the Fourier’s law
[192–194]. Despite the experimental difficulties, Wong et al. [195] reported a series
of experiments in which a disk shape membrane specimen is exposed to a moisture
diffusion. This measurement is designed to be one dimensional. In Fig. 17, we can
observe the appearance of non-Fickian diffusion in a surprisingly similar way as in
case of room temperature non-Fourier heat conduction previously.

The same phenomenon is observed for other compounds, too. According toWong,
the non-Fickian diffusion is probably due to the parallel diffusion processes, e.g.,
water and vapor. Moreover, the diffusivity of vapor is much higher than that of water.
Adding the fact that all these go on in a porous material, the analogy is almost
complete with non-Fourier heat conduction regarding the parallelly occurring time
and length scales. It is important to emphasize that it depends on themoisture content;
that is, for lower moisture content, the deviation is disappeared.
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Fig. 17 Measurement
results versus a prediction of
Fick’s law (dashed line) and
non-Fickian model (solid
line) [196]. With permission

The generalization of Darcy’s law is not completely analogous. Originally, the
Darcy equation reads

v = −Dm∇ p, (10)

in which the velocity is proportional to the pressure gradient. However, its applica-
bility depends on the boundary conditions and some other limiting conditions [197,
198]. As a correction, Brinkman proposed an extension in velocity [197, 199],

μ�v − μ/kv = ∇ p, ∇ · v = 0, (11)

in which the Laplacian of the velocity field appears,9 and this is called the Brinkman
equation. That two terms in velocity distinguish two different length scales [197],
and their transition occurs through the so-called Brinkman screening length,

√
k.

According to the argument of Durlofsky and Brady [197], the Laplacian term domi-
nates on small length scales, and it becomes negligible on large scales. The Brinkman
model is investigated in detail by several authors [200–202].

It is experimentally shown that the porosity significantly influences the velocity
field inside porous material, this is called ‘channeling effect’ [203–205]. We call the
attention to the work of Vafai et al. [201, 206–209] in which numerous analytical and
numerical solutionmethods are developed to describe the hydrodynamic and thermal
behavior of porous materials. We also refer to the experimental work of Kowalski et
al. [210–213] in which micro-scale diffusion processes are investigated.

9Analogously to the GK equation, it can be interpreted as a nonlocal term.
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Biological Materials

One outstanding example of heterogeneous materials originate in biology. Their
particular thermodynamic scaling properties are discussed in [214]. The organic
structures are extremely complicated in many aspects. There is a continuous

• blood flow through the tissues,
• mass transfer between the tissues and blood,
• chemical reaction in the tissues,
• heat exchange on the interfaces,

and the variety of the structures is practically infinite. Consequently, there is no
use a specific, structure-dependent model since even the same type of tissue differs
between two people. Nevertheless, many thermal models in that field try to account
the details, sometimes in an ad hoc way.

More importantly, there are parallel mechanisms in the heat transfer process. In
a tissue, blood perfusion is present besides of metabolic heat generation, possible
layered structure (e.g., in a skin) or heat exchange effect between artery-vein pairs.
Essentially, these effects can be taken into account in the balance equation of internal
energy. This is why so important to distinguish the balances from the constitutive
relations. It does matter which one is extended. Although various transport mecha-
nisms present, and it is possible to imagine a coupled model between the heat flux
and the diffusion, for instance, the constitutive equations themselves cannot depend
on the source terms. This is a general misleading aspect in the significant part of bio-
logical literature. Briefly, the most important biological models are related to Pennes
[215], Chen and Holmes [216], Weinbaum, Jiji and Lemons [217–219], Wulff [220],
Klinger [221, 222], Anderson and Valvano [223], Zolfaghari and Maerefat [224].
They differ in many aspects such as how they take into account the various physi-
ological properties, such as the direction of the blood flow, body core temperature,
vascular geometry, mechanical effects, environmental effects and so on [225–235].
Indeed, most of the models are constructed to keep the Fourier’s law valid as much
as possible; however, in some cases, the time derivatives are modified arbitrarily that
cannot be done in that way due to objectivity reasons [236–238].

In Pennes’ model, the blood perfusion and the metabolic heat generation effects
are included as source terms,

ρt ct∂t T = λt∂xx T + ρbcbωb(T − Ta) + qmet , (12)

where ρt , ct ,λt are the tissue mass density, the specific heat, and the thermal conduc-
tivity, respectively, ωb is the blood perfusion rate and ρb, cb are the blood properties.
Equation (12) describes the time evolution of tissue temperature, where the arterial
blood temperature Ta is considered, andqmet being themetabolic heat generation. The
blood perfusion is modeled as simple heat convection, but here the blood perfusion
characterizes the heat transfer instead of a heat transfer coefficient. This is the sim-
plest bio-heat conduction model which developed based on the steady temperature
distribution of a forearm.
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The Chen-Holmes (CH) and the Weinbaum-Jiji-Lemons (WJL) models are more
advanced from a physiological point of view. They consist of several assumptions of
specific biological properties such as the velocity field in the arteries and veins, even
their arrangement is considered. These models are way too specific and cannot be
applied in general situations. It is important to keep inmind that all thesemodels obey
the Fourier’s law, and only source terms are introduced in the balance equation of
internal energy. Wulff proposed the first non-Fourier biologically-motivated model:

q = −λt∇Tt + ρbhbUb, (13)

where the indices t and b denote the tissue and blood properties as previously, h being
the enthalpy andUb is the localmean velocity of the blood. Thismodel violates objec-
tivity principles and does not compatible with the second law of thermodynamics.
Moreover, the material parameters of blood and tissue are mixed, that makes this
model questionable. Beyond the Wulff’s model, usually, only the MCV and DPL
equations are considered in most of the non-Fourier problems. It is worth to note that
all of these models are very specific and hardly can be applied for general practical
problems due to the lack of physiological information.

Banerjee et al. [239] performed a series of laser flash experiments with three dif-
ferent materials, namely processedmeat, tissue phantoms, and fiber composites, with
a macroscopic length scale. They successfully used the MCV equation to explain
their results; nevertheless, there is no wave phenomenon in this experiment. In par-
allel, Jaunich et al. [240] did not manage to find MCV-like behavior in a similar
flash experiment. Eventually, based on their results, the MCV equation is not appro-
priate for this task in contrary to Banerjee et al. The experiments made by Dhar
et al. present temperature history not obeying the Fourier’s law [241]. Then, not
surprisingly, Pennes’ model is also not applicable [241].

The DPL equation introduced by Tzou [242, 243] is popular in the field of bio-
logical heat conduction [244–246] despite its doubtful physical background [17,
247–253]. The fact that Taylor series expansion is not a thermodynamically consis-
tent tool to derive a constitutive equation is ignored in a few studies [254, 255] and
various versions of DPL are applied [244, 256, 257].

Despite the extensive criticism of the DPL equation, there are cases when it
seems to be valid. For instance, a demonstrative analysis is made by Liu and Chen
[258]. The DPL model is used for predicting the temperature distribution during a
tumor treatment, and the solutions are compared to the experiments conducted by
Andrä et al. [259]. Their results are in good agreement. On the contrary, Sahoo et
al. investigated the temperature history in wet tissue and beside the DPL equation,
they applied one of its generalized forms as well to model the laser irradiation [255].
One of the most important conclusion is that the mentioned Taylor series expansion
is not only thermodynamically inconsistent but also introduces artificial effects in the
solution that existence is not proved experimentally. Instead of the improvement of
constitutive equations, it makes the model harder to solve and means a disadvantage
from a theoretical point of view. Secondly, none of the DPL models were applicable.
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The Guyer-Krumhansl equation also works successfully for materials with bio-
logical origins [17], thanks to the more general modeling level of NET-IV. In [17],
an experiment, performed by Tang et al. [260], is revisited. It turned out that the
size-dependence mentioned above observed in rock samples is present in biological
materials such as processed meat, too. However, it is necessary to point out that Tang
et al. have misinterpreted the measured over-diffusive propagation. They neglected
the possible cooling of the specimen. Therefore, the experiment is handled as an
adiabatic one. It leads to a completely different solution, and they have tried to fit the
DPL equation. It also turned out that in most cases, the Fourier equation is enough
applying the cooling boundary condition, and over-diffusive propagation is observed
only in one case [17].

Functionally Graded Materials

Previously, we have seen that in some particular case, a layered structure can lead to
non-Fourier behavior. It only occurs when the heat flux was parallel with the layers.
In analogy with the layered capacitor sample, we mention briefly the functionally
graded materials.

That type of structure consists of a transition from one material to the other which
can be continuous or step-wise [261]. Consequently, the material parameters are
spatial dependent, and their uncertainty around the transition can be significant as
well [262, 263]. Nevertheless, according to Fang and Hu [264], there are no direct
experimental results that would prove the presence of non-Fourier phenomenon.
However, it is not that clear as these phenomena depend on the length scales as well.
Recent results and analysis show a significant contribution of ballistic effects [113,
114, 265–267] and thermo-electric coupling [268–270].

An interesting theoretical analysis of FGM’s is provided recently by Cao et
al. [271] in which a Guyer-Krumhansl-like model is proposed to model heat pulse
propagation. In contrary, Sladek et al. [272] applied the Fourier’s law with space-
dependent coefficients. Here we would like to emphasize the direction dependence
both in the corresponding time and spatial scales and the possibility to find the devi-
ation from the Fourier’s law.

Nanofluids

A relatively new, pioneering field is related to nanofluids. In such a fluid—usually,
with low thermal conductivity—nano-sized particles with high thermal conductivity
are dispersed. It aims to improve the thermal properties of the fluid in order to
enhance heat transfer. Practically, the possible variations are unlimited, the number
of experiments is enormous. The literature that investigates the effective thermal
conductivity, the change in heat transfer coefficient and other thermal properties of
a nanofluid is immense. However, it is still not experimentally clear that whether a
nanofluid obeys the Fourier’s law or not. Indeed, the behavior of a nanofluid depends



www.manaraa.com

146 5 Nature Knows Better

on many factors like the volume fraction of nanoparticles, flow states, temperature
conditions, thermal properties, boundary conditions, and so on [273]. Although it
makes the investigations more complicated, there is no conclusive report about the
role of constitutive equations. There are many models to determine the effective
thermal conductivity [274–281], analyzing the possible heat transfer mechanisms
[277, 279, 280, 282–289], boiling properties [283] and a few studies that are dealing
with non-Fourier constitutive equations [285, 287, 290, 291] but none of them have
a unified conclusion in a sense that how to model a nanofluid transiently with given
constituents. That is, there are no clear experimental results that could show clearly
the deviation fromFourier’s law. It does notmean that non-Fourier phenomena are not
present in a nanofluid, but due to the various conditions and the limited possibilities
of measurements, it could be much harder to find and obtain results like in case of
low-temperature heat conduction. Moreover, Mohamad [292] also draws attention
to some of the misleading theories related to the effective properties of nanofluids
which strengthen the need for research on a more rigorous thermodynamical basis.

3 Scaling in Non-Newtonian Media

Previously, we focused our attention mostly on rigid solid materials in which some
diffusion phenomenon occurs. Within this restricted situation, the time scales are
given from the conductivity properties that influence the diffusion coefficient. For
porous materials, the appearance of parallel time and length scales become visible.
Its consequences have been measured both directly and indirectly. Now we move
our focus on mechanics, briefly presenting the experimental evidence related to two
particular fields. The first one is called rheology, whereHooke’s law is not applicable.
The second topic is about a more special problem, the modeling of rarefied gases.

3.1 Rheology

In the engineering practice, the usual assumption is that the body obeys the Hooke’s
law, i.e,

σ = EdevDdev + E sphDsph, (14)

is applicable and for small deformation approximation, the elastic deformedness
D reduces to the usual strain10 ε. The coefficients Edev = 2G and E sph = 3K , in

10The deformedness in a 1D case is defined as D = ln(l/ lr ) with lr being a relaxed length, char-
acterizing the unloaded state of the material. This is an appropriate thermodynamic state variable.
The engineering strain is ε = (l − l0)/ l0 in which l0 is the length at the initial time instant. Since ε
is a reference time dependent, it is not a good thermodynamic state variable [293]. Unfortunately,
D is not directly measurable.
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Fig. 18 Thermal imaging during uniaxial loading [295]

which G and K are the shear and the bulk moduli, respectively, come from the
Lamé coefficients. Their values, however, depend on the measurement: there is a
significant difference between the static and dynamic loading (measured from the
speed of sound) [294]. This is one important time scale that appears indirectly.
Staying with purely elastic bodies, their thermal behavior during a simple uniaxial
loading is essential, too. According to the related experiments [295, 296], the thermal
effects are measurable and significant, it’s modeling, however, is not trivial even in
the elastic domain (Fig. 18).

To present the rheological time scales, we have to recall the Kluitenberg–Verhás
model [297, 298] fromChap.2, that can be decomposed into spherical and deviatoric
parts in a three-dimensional situation,

τdevσ̇dev + σdev = E0dDdev + E1dḊdev + E2dD̈dev

τsphσ̇sph + σsph = E0sDsph + E1sḊsph + E2sD̈sph, (15)

where the upper dot simplifies our notation and denotes the time derivative and the
indicies ′dev′ and ′sph′ refer to the deviatorical and spherical parts, respectively. Sim-
ilarly to the Guyer-Krumhansl equation, it is possible to identify the new time scales
in terms of τ , for both parts. We can continue the analogy, exploiting the hierarchy
of the Hooke body in the Kluitenberg–Verhás model [294], hence introducing the
‘Hooke resonance conditions’,

bd = E1d

τd E0d
bs = E1s

τs E0s
, (16)

where the ratios bd and bs are characterizing the deviation from the Hooke’s law.
According to the evaluation in [294], their values vary around 1.2−2.

3.2 Rarefied Gases

Nowwe turn our attention to the limits of theNavier–Stokes–Fourier equations. Their
generalizations are discussed in Chap. 2. To explain and predict the non-classical
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Fig. 19 Arrangement of the
shock tube experiment [308].
With permission

behavior, one needs to generalize not only the Fourier’s law but the Navier–Stokes
equation aswell [299, 300]. In thesemodels, the emphasis is on the coupling between
the heat flux and the pressure, likewise in case of ballistic propagation. In this sense,
the rarefied phonon gas is thermodynamically equivalent with a rarefied real gas
[299], since the entropy itself does not make any distinction between different type
of materials.

In the pioneering work of Meixner [301], only the fluid part is extended using
the dynamic pressure as an internal variable [302], without direct coupling to the
heat flux. Later on, Carrassi and Morro [303, 304], Jou et al. [305] and Ruggeri et
al. [306, 307] developed their own rarefied gas models.

The corresponding experimental background is similar, but a bit different than the
heat conduction case, it could be called as ‘pressure pulse experiment’ (shock tube
experiment), see Fig. 19 for its arrangement.

On one side, the pressure field is perturbed, and the speed of sound is measured in
themeantime. Beside the investigation of damping in such a rarefied fluid, the change
in the speed of sound as a function of the mass density is recorded. One typical result
is shown in Fig. 20. Usually, the density is decreased under 10 Pa, for instance, see the
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Fig. 20 Typical
measurement results [312].
Later, the one that
corresponds to 296.8 K is
evaluated. With permission

work of Meyer and Sessler [309]; besides, constant temperature was maintained. In
this state, the Knudsen number becomes large, goes above 0.05−0.1, and theNavier–
Stokes equation loses its validity [310, 311]. For a typical outcome, see Fig. 20.
Rhodes [312] performed that one, and other authors are obtained characteristically
similar results, such as Greenspan [313] and Sluijter et al. [308, 314].

There are only a few available evaluations of these experiments published recently.
An extensive review of these advancements is related to Arima et al. [306, 307, 315–
317] and Struchtrup [310, 311, 318–320]. In these works, many of the available
experimental data are evaluated. Here, we emphasize the scaling properties only, as
it appears in the experiments directly.

It is often stated that only the ratio of the frequency ω and the pressure p is
important, as it is also visible in Fig. 20. Consequently, the change in the speed
of sound is the function of ω/p only at a constant temperature. Indeed, such a
scaling property is the direct consequence of the Boltzmann equation in kinetic
theory. Since all experimental data are given as a function of ω/p, their evaluation
is straightforward using kinetic theory based models. However, from a continuum
point of view, the picture is not that clear.

For instance, let us restrict ourselves only the classical equations and calculate
the dispersion relations [299, 307] by assuming the common ei(ωt−kx) plane wave
solution of the one-dimensional representation of the Navier–Stokes–Fourier system
(17), using the usual wave number k and frequency ω,

∂tρ + ρ0∂xv =0,

ρ0∂tv + ∂x�d + ∂x�s + RT0∂xρ + Rρ0∂x T =0,

ρ0cV∂t T + ∂xq + Rρ0T0∂xv =0,

q + λ∂x T =0,

�d + ν∂xv =0,

�s + η∂xv =0, (17)

where ν, η and λ are the shear, bulk viscosities and the thermal conductivity, respec-
tively. Ideal gas state equation is already exploited. Then the following expression
for phase velocity vph = ω

k is obtained,
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v2ph = cRTρ2 + R2Tρ2 + icηρω + iλρω + icνρω

2cρ2
+

+ i

√
ρ2

(
−4cλω(−i RTρ + (η + ν)ω) + (

i R2Tρ − λω + c(i RTρ − (η + ν)ω)
)2)

2cρ2
.

(18)

In order to reconstruct the ω/p-dependence in Eq. (18), one must assume

• constant material parameters (thermal conductivity and viscosities), that is, they
are independent of the mass density ρ,

• ideal gas state equation.

These constraints are apparent from continuumpoint of view and naturally embedded
in the kinetic theory basedmodels. The reason is that in kinetic theory, these transport
coefficients are given directly since there is a detailed transport mechanism behind
and all equations are derived accordingly. Although in a continuum model it is not
possible to calculate the coefficients, but it is possible to measure them.

At that point, we highlight the main difference between a continuum and a kinetic
model. While the kinetic approach fixes the coefficients as a function of temperature
and pressure, the continuum one uses the measured values. This is the reason why
one must distinguish the theoretical from the measured (or ‘effective’ or ‘apparent’)
values.

In case of viscosity measurements of gases, both in rarefied (down to 0.1 Pa)
and dense states (up to 1000MPa), the density dependence is measured [321–327].
Despite the uncertainties, especially considering very low pressures, the density
dependence is apparent. It is possible to embed that density dependence into a con-
tinuum theory as there is no any restriction in this respect. Then the resulting scaling
would be contradictory, and the ω/p-dependence is not recovered. It holds for the
generalized theories, too. However, it is not a problem if the frequency and the pres-
sure are given separately, such as in the paper of Sette et al. [328].

From a kinetic point of view, it turned out that some corrections are necessary,
both for rarefied and dense states. For instance, the Enskog-type correction [323,
329, 330] is in good agreement with dense state values. Michalis et al. draws the
attention to the extensions for rarefied states, as a function of the Knudsen number
[329, 331–334]. One more important consequence of the kinetic approach is about
the zero-density limit of viscosity: it predicts non-zero viscosity for zero density.
The corrections using the Knudsen number are able to overcome this contradiction
[335, 336].

One particular experiment (see Fig. 21) is evaluated using the continuum model
based on the approach of NET-IV [300]. In the generalized continuum model, the
density dependence of the new parameters are considered in accordance with the
kinetic theory: all of them is inversely proportional to the mass density; and the
classical transport coefficients are constant: ν = 8.82 · 10−6 Pas, η = 326 · 10−6 Pas
and λ = 0.182W/(mK). Tables3 and 4 shows the fitted parameters [299]. The ratios
of the relaxation times are adopted from the fitting of Arima et al. [307].
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Fig. 21 Evaluation of
Rhodes’ data with the RET
(red dashed line) and
NET-IV (thick black line)
models [299]. The pressure
starts at 1atm and decreases
to 2000 Pa, ω = 1MHz.
Error bars are placed for
each measurement point to
indicate the uncertainty of
digitalizing data; its
magnitude is ±2.5m/s. The
double horizontal scales
emphasize the equivalence
between the two scales as
only the mass density was
changed

Table 3 Fitted relaxation time coefficients for continuum model

τq = t1
ρ , t1 =

(
kg·s
m3

)
τd = t2

ρ , t2 =
(
kg·s
m3

)
τs = t3

ρ , t3 =
(
kg·s
m3

)
τq/τd τs/τd

4.526 · 10−9 3.1 · 10−9 4.464 · 10−7 1.46 144

Table 4 Fitted coupling coefficients for continuum model

α12 = a12
ρ , a12 =(

kg·s
m3

) β12 = b12
ρ , b12 =(

kg·s
m3

) α21 = a21
ρ , a21 =(

kg
m·s

) β21 = b21
ρ , b21 =(

kg
m·s

)

1.7 · 10−6 1.27 · 10−6 1.3 · 10−4 1.55 · 10−5
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Chapter 6
Notes on the Solutions of PDE
Systems—Duality Between Two Worlds

1 The Beginning of the End

So far, we have intentionally omitted the presentation of the solution methods of
partial differential equations. To obtain a physically relevant solution, one has to
be aware of the characteristics of the problem, even before trying to solve it. This
is important due to the reasons emphasized at the very beginning of the modeling
aspects:

• fixing the required variables and choosing the appropriate constitutive equation(s),
• defining the initial and boundary conditions,
• finding the relevant time and length scales,

moreover, all these aspects are extended with the particular properties of the chosen
solution method. There are two possibilities to solve a system of PDEs: analytically
or numerically.

The analytical methods yield a solution in a closed form, that is, obtained by
‘hand on paper’. Unfortunately, that method is severely restricted. In most cases,
the problem must be linearized and simplified to be one-dimensional with steady
boundary conditions. Naturally, there are exceptions, in some exceptional and rare
cases, it is possible to solve non-linear problems with time-dependent boundary
conditions; however, it cannot be done generally.

On the contrary, the numerical methods allow to solve much more complicated
problems, even the simplest approach can be helpful. However, these algorithms
provide only approximate solutions.1 Furthermore, the discrete (numerical) model
suffers from other problems which are not part of the real one, such as numerical
dispersion and damping. For instance, it is easy to obtain numerically a damped
wave solution for the wave equation that consists of no damping term. This is the
characteristic property of the applied algorithm only and must be realized before
accepting the solution as a real physical one.

1In some cases, it is possible to obtain an exact solution, too. For instance, see numerical integration
[1].
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This chapter is devoted to present the essential steps of the way to obtain a phys-
ically sound solution. Since the methods for classical models such as the Fourier,
Fick, andNavier–Stokes equations are well-developed [2–6], wewill focus our atten-
tion on the non-classical ones. These models require an improvement about how to
think about the boundary conditions and how to implement them into the numerical
approach. However, the following ideas and techniques are not limited to the gener-
alized models, they can be automatically applied to the conventional problems, too.
Thus first, we start with discussing the boundary conditions, and then we can turn
our focus on the discretization methods.

2 Notes on Thermal Boundary Conditions

The usual boundary conditions of the Fourier heat equation are well-known in the
engineering practice. It is essential to emphasize: all these boundary conditions are
formulated using the temperature T as a basic field variable in the Fourier heat
equation,

∂T

∂t
= α�T, (1)

with α being the thermal diffusivity with constant material parameters when heat
generation is absent. The corresponding boundary conditions are:

• Dirichlet-type (first kind) boundary: T (t) is given on the boundary.
• Neumann-type (second kind) boundary: the gradient of the basic field variable is
given, i.e., ∇T (t) is prescribed.

• Robin-type (third kind) boundary: the linear combination of the previous boundary
conditions. One commonly used case prescribes heat convection in the normal
direction of the surface: q · n = −λ∇T · n = h(T − T∞)with n being the normal
vector of the surface element and h is the heat transfer coefficient.

Naturally, there are other boundary conditions as special cases of the latter such
as the thermal radiation (q · n = β(T 4 − T 4∞)) and symmetry2 (q · n = 0). While
the temperature T is our basic field variable, all the previous boundary conditions
can be applied conveniently during numerical calculations. More importantly, their
definitions are the consequence of the constitutive equation:

q = −λ∇T, (2)

that connects the temperature gradient to the heat flux. Inmore general situations, that
relationship does not hold, and it also unavoidably effects the definition of boundary

2Classically, the symmetry condition is defined by ∇T = 0 which means symmetric temperature
field, it can be easily imagined for a one-dimensional case. However, for non-Fourier heat equations,
that definition is not general enough.
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conditions. Consequently, it is not possible to use the interpretation of boundaries,
as mentioned above. This is crucial in the modeling of non-classical phenomena. In
general, it is more natural to define the boundaries for the heat flux instead of the
temperature. Moreover, they are rarely constant and mostly depend on time. Then,
even dealing with Fourier’s law, it is more convenient to reformulate the boundary
condition to be the first kind. It is possible by changing the primary variable to the
heat flux. In this case, the Fourier heat equation is equivalent with

∂q
∂t

= α�q, (3)

which form appears to be useful in analytical solutions, too. It is worth to keep in
our mind that the complete heat equation reads

ρc
∂T

∂t
+ ∇ · q = 0, q = −λ∇T, (4)

in which the balance equation is separated from the constitutive equation. In case of
the presence of source terms in the balance equation, it becomesmore straightforward
how to handle both analytically and numerically the problem, especially when one
would like to eliminate one of the variables. Nevertheless, the balance equation is
necessary: the temperature field must be reconstructed due to practical reasons.

Using q as a field variable has significant consequences to the boundary condi-
tions: it is no longer possible to prescribe the temperature on the boundary. Instead,
the time dependence of the heat flux is more comfortable to handle in analytical solu-
tions. Then the temperature field can be easily reconstructed by integration. Later,
we will recall that strategy, discussing a particular numerical approach.

That is, thermodynamics allows to customarily choose the primary field variable,
which one fits better to the actual task. Practically, it does not merely allow to handle
the boundaries easier, but, in parallel, also permits to ‘eliminate the boundaries’ for the
other field variables. It will be demonstrated soon in various examples. In summary,
it is not trivial how many and what kind of boundary conditions are needed to solve
a PDE system.

In the case of the Fourier heat equation, the relationship between the heat flux
and the temperature is both mathematically and physically clear. Although this is the
most often occurring situation, it is not satisfactory in the modeling of non-classical
phenomena. For non-Fourier heat conduction, such a simple relationship does not
exist anymore, i.e., the constitutive equation becomes a time evolution equation for
the heat flux that may contain spatial derivatives as well. For example, the Guyer–
Krumhansl equation3 in temperature representation reads

τ
∂2T

∂t2
+ ∂T

∂t
= α�T + l2

∂(�T )

∂t
. (5)

3See Chap.2 for details.
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Since the corresponding constitutive equation is

τ
∂q
∂t

+ q = −λ∇T + l2�q, (6)

it is not possible to directly connect the temperature to the heat flux. Consequently, a
time-dependent heat flux q(t) cannot be formulated4 with the temperature T (t) due
to the non-local term on the right hand side; it requires the knowledge of the spatial
behavior in advance.5

Now, let us think about the number of necessary boundary conditions. Usually,
the highest order of the spatial derivative gives that number which is trivial for a
single differential equation. However, for a system of partial differential equations,
it is not straightforward. When one uses two field variables (e.g., the temperature
and the heat flux), then, for the Fourier model (see Eq. (4)), the above mentioned
‘rule of thumb’ suggests 1 condition for the temperature and 1 for the heat flux.
For the Guyer–Krumhansl equation, that way of thinking suggests 1 condition for
the temperature and 2 for the heat flux. It is not conclusive for PDE systems and
gives no real clue about the appropriate boundaries. Indeed, that question can be
answered if one considers only the primary field variable, e.g., the heat flux. That
is, 2 conditions for the heat flux is enough in 1D, both for the Fourier and Guyer–
Krumhansl models. As our experience in numerical modeling shows, this is suitable
to obtain a real, physically acceptable solution. This is validated using the previously
mentioned analytical approach.

Overall, in this chapter, we show an example to the analytical solution of Guyer–
Krumhansl equation, in which the boundary conditions are defined according to the
heat pulse experiment. It demonstrates the importance of these aspects [7]. Although
the mentioned analytical solution is only applicable in a significantly simplified case,
it can be still useful to validate the numerical solutions. Regarding the numerical
methods, solely the most important aspects are discussed, in close connection to the
boundary conditions.

As a closing remark, we emphasize the universality of these general principles.
They hold for coupled models as well such as the Navier–Stokes–Fourier equations.
In such a situation, more than one primary field variable should be used. That choice
is made arbitrarily, suitably fitted to the actual task.

2.1 Notes on Initial Thermal Conditions

One must represent the initial state of the body, including not merely the current
value of the state variables but maybe their time derivatives as well. In the case of a
classical heat conduction problem, it means that the temperature field is given at the

4It is still an open mathematical question.
5As an analogy: think about the Brinkman equation, the non-local generalization of Darcy’s law.
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initial time instant and that temperature field restricts the heat flux up to an additive
constant. For non-Fourier heat conduction, that question is a bit more complicated
as there are multiple possibilities.

First, when solving the system of PDEs numerically, it is more convenient to use
all the variables as the boundary conditions can be more suitably defined in this way.
Usually, a PDE system consists of first-order equations in time, thus it is enough to
prescribe the initial value of all variables. For example, solving theGuyer–Krumhansl
heat equation by treating the balance of internal energy and the constitutive equation
separately, the initial values of the state variables (T and q) are prescribed, that is, 2
initial conditions are given.

However, when one intends to obtain an analytical solution, it could be easier
to use only one variable instead of the complete system. Hence, a single PDE must
be solved, which one contains higher-order time derivatives, too.6 That approach
dictates that besides the initial value of the chosen variable, one must characterize its
time derivatives as well. Since this corresponding variable is chosen according to the
available boundary conditions, the resulting PDE is solvable. Then, reconstructing
the other fields, further initial conditions may be necessary. For a demonstration, let
us consider the heat flux representation of the Guyer–Krumhansl equation:

τ
∂2q
∂t2

+ ∂q
∂t

= α�q + l2
∂(�q)

∂t
. (7)

Its solution requires 2 initial conditions for the heat flux:

1. given initial value, q(x, t = 0) = f (x),
2. given time derivative, ∂tq(x, t = 0) = g(x),

in which the functions f and g are not independent of each other since both of them
must satisfy the constitutive equation. Consequently, it is not possible to arbitrarily
choose them. It becomesmore apparent by using the complete set of variables instead
of a single one. Having q, the temperature field can be calculated by integrating
the heat flux, and that integration requires an initial value for the temperature, too.
Overall, such an approach requires 3 initial conditions at the end, instead of 2.
However, for non-zero f , the initial temperature field may be restricted, and that
conditions are not independent of each other. The safest option is always to choose
homogeneous fields for initial conditions.

3 Notes on the Analytical Solutions

The analytical solutions are not necessarily exact but could provide some formula
in a closed-form. Even the approximate solutions are valuable as they can offer
an insight into the behavior of the PDE system, helping the adequate choice of a

6For instance, see the temperature representation of the Guyer–Krumhansl equation (5).
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numerical method. Usually, only one-dimensional problems are investigated ana-
lytically, in higher dimensions the task becomes almost impossible, especially with
time-dependent boundary conditions.7 Since the analytical approach of non-Fourier
equations requires a modern interpretation of boundary conditions, their literature is
not as elaborated as of the Fourier model. Here, we summarize the most important
aspects and show the indispensable steps of solving the Guyer–Krumhansl equation
with heat pulse boundary conditions, according to [7]. The classical mathematical
techniques can be found in [4, 9, 10].

First, let us formulate the problem statement,

ρc∂t T + ∂xq = 0, τ∂t q + q + λ∂x T − l2∂xxq = 0, (8)

T (x, t = 0) = T0, q(x, t = 0) = 0, (9)

in which Eq. (8) is the one-dimensional form of the Guyer–Krumhansl heat equation,
and Eq. (9) presents the initial conditions. The heat pulse boundary is modeled with

q(x = 0, t) = q0(t) =
{
qmax

(
1 − cos

(
2π · t

tp

))
if 0 < t ≤ tp,

0 if t > tp,
(10)

that function is convenient from numerical point of view since its derivatives respect
to t are zero at t = 0 and t = tp, where tp is the pulse length. The rear side boundary
is considered to be adiabatic8 (q(x = L , t) = qL(t) = 0). Now the Eqs. (8)–(10)
form the problem statement together. Its well-posedness, that requires existence,
uniqueness and continuous dependence on initial conditions, is not proved here.

It is more suitable to use the heat flux representation of the Guyer–Krumhansl
equation since we can prescribe the heat flux according to the experimental setup.
Thus we use the Eq. (7), simplified to one spatial dimension. Furthermore, the front
side boundary condition changes after tp, therefore it is convenient to split the whole
solution into two sections: qI (x, t ≤ tp) and qI I (x, t > tp). We begin with the first
one.

Since one boundary condition is not identically zero, it stands as an ‘inhomogene-
ity’ and must be homogenized9 as follows. The decomposition

qI (x, t) = v(x, t) + w(x, t) (11)

allows to separate the ‘inhomogeneity’ from the homogeneous solution v(x, t). The
simplest choice for w is

w(x, t) := q0(t) + x

L

(
qL(t) − q0(t)

)
. (12)

7Naturally, there are exceptions, for instance, see the book of Ozisik [8].
8In more realistic situations, the convective heat transfer also should be considered.
9Also, the heat generation terms, if present.
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Then, for instance, it is possible to calculate v using the method of separation of
variables, i.e.,

v(x, t) = ϕ(t)X (x), (13)

where X (x) are the eigenfunctions of the Laplacian, obtained as a solution of the
Sturm–Liouville problem, accounting the boundary conditions aswell. The complete
set of X (x) forms an orthonormal basis and the solutions of q are represented within.
Regarding ϕ(t), one has to solve a second order ODE, using the initial conditions for
q, wherein the time derivative of q is also zero and the decomposition of q does not
effectuate it, qI (x, t = 0) = v(x, t = 0) + w(x, t = 0) = 0. Having the solution for
qI , it is possible to reconstruct the corresponding temperature distribution TI , using
the balance of internal energy,

TI (x, t) = − 1

ρc

∫ t

t0=0
∂xqI (x, t̃)dt̃, (t ≤ tp). (14)

Repeating the previous calculation for the section II is straightforward, however, we
draw the attention to the intial conditions, since qI I and TI I continue the first one
and may not be trivial to account them appropriately.

In order to be correct, we must make some remarks here.

1. The q0(t) boundary condition is advantageous both from the numerical and ana-
lytical point of view due to its smoothness. Not any q0(t) can be applied here,
for instance, using the Heaviside function breaks the differentiability around the
jump.

2. In fact, the solution ofϕ(t)may not be as easy as it seems to be. One consequence
of the Eq. (11) appears here as an inhomogeneity.We assumed that this term could
be represented within the same basis, constructed from X (x).

3. Although other techniques exist (Laplace and Fourier transformation, asymptotic
waveform evaluation, and so on), the separation of variables is still applicable and
does not suffer from difficulties occurring during the inverse transformation.

4. The role of the boundary conditions is essential. Even the smallest incompatibility
can lead to physically contradictory results such as the violation of maximum
principle [11–14].

4 Notes on the Numerical Methods

The discretization is a process that allows representing continuous quantities on a
discrete lattice. The distance between each grid point is called ‘space step’. Con-
sequently, only the spatial operators10 can be approximated on a lattice and this is

10Here we restrict ourselves on derivatives.



www.manaraa.com

172 6 Notes on the Solutions of PDE Systems—Duality Between Two Worlds

called spatial discretization. A time step updates the values on the lattice. It is impor-
tant to emphasize that physical quantities are not necessarily placed only on the grid
points but can be found between them as well. The approximations of time and space
derivatives can be made independently, but both of them influence the outcome of
the numerical solution.

In the literature, one can find numerous numerical methods, each can be charac-
terized by its precision, stability properties, possible numerical errors, and others.
The overall applicability of a scheme depends on these properties and, eventually,
one must choose a method accordingly, which fits the best to the actual physical
problem.

Thus, even before choosing a numerical method, one should pay attention to the
possible physical content of the solution. For instance, the modeling of an elastic
wave propagation requires a scheme that preserves the energy in every time step
and free from artificial dissipation. Since every field of physics has its peculiarity, it
seems to be impossible to develop a universal numerical method that can be applied
for every physical problem. Overall, one must make some compromise among the
following aspects:

• quickness,
• stability and robustness,
• low dissipation and dispersion errors,
• high precision, fast convergence,
• easy realization of the algorithm, possibility to be parallelized,
• reflects the appropriate physical content,
• easy implementation for practical problems.

No scheme can fulfill all these aspects simultaneously. For example, the finite element
methods (FEM) easily handle almost any type of geometry, quickly solves stationary
problems even for dissipative systems, but not efficient for hyperbolic tasks such
as wave propagation.11 On the contrary, the finite difference methods are easy to
construct and realize, also applicable for hyperbolic equations, but their precision is
limited.

A reliable numerical solution requires to prove its convergence and validate by
an experiment and/or an analytical solution. Unfortunately, none of the validation
processes are trivial, it demands a lot of effort and stands as an unavoidable step.
Reproducing the same solution using another numerical method does not ensure the
convergence. In summary, the most critical requirement is the physical content of the
solution. Later, we show an example in which it is easy to obtain a stable solution
that has zero physical relevance. Since these properties are not apparent, especially
when the problem is complex, one has to pay increased attention.

The outcome of the discretization process is a system of algebraic equations. Its
solution is not intended to present here. We refer to the well-known literature about
the details [1, 15, 16]. This section aims to present the peculiarities of the relevant
methods, emphasizing the implementation of boundary conditions.

11In fact, not just simply not ‘efficient’ but mostly incapable.
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4.1 Finite Elements in Thermal Problems

Practically, the whole geometry is divided into ‘elements’, and the spatial discretiza-
tion is the ‘meshing’ process. Mathematically, it transforms the PDE into a coupled
system of ordinary differential equations (ODE). Then the resulting ODEs must be
integrated in time; however, this is not part of this method.

There are numerous books in the literature [6, 17–19] in which the details of finite
element analysis is deeply discussed. The emphasis is mostly on the mechanical part.
Instead of repeating their presentation, we choose to briefly summarize the relevant
terms in the resulting finite element equations. A transparent derivation is presented
in the ANSYS theory guide, which could be useful to the advanced users of finite
element software. The derivation of thermal finite element equations aims to obtain a
similar system in the analogy of mechanics. In the following, we present the essential
steps and notions only.

All elements are characterized by their shape function N , which interpolates
between the nodes, and mainly constraints the behavior of an element. It also plays a
crucial role in the modeling of distributed loads such as volumetric heat generation.
In the following, let us assume only one element with two nodes. Using this formal-
ism, the temperature is represented as a vector that contains the nodal values of the
element. Moreover, in order to keep the notations clear as much as possible, the index
notation is used with Einstein summation convention. That is, as the temperature is
a vector, and hence denoted as T i

e .
12 The subscript e indicates the ‘elemental’ quan-

tities, a vector or a matrix that characterizes a single element. The corresponding
vector of shape functions is Ni , and thus, the nodal temperature is T = NiT i

e . The
temperature gradient is∇T = ∂i T = ∂i N j T j

e = Bi j T j
e where Bi j is the gradient of

the shape functions. Since the shape functions depend only on spatial coordinates,
the time derivative of the temperature is ∂t T = Ni∂t T i

e . Then, we need the definition
of ‘virtual temperature’, δT = δT i

e N
i , which is the set of permissible temperature

distributions. This is an analog notion with the virtual displacement.13

For the sake of completeness, we consider the Fourier heat equation for a moving
media, in which the substantial time derivative appears on the left-hand side with the
velocity vi ,

ρc(∂t T + vi∂i T ) = ∂i (λi j∂ j T ) + qE , (15)

where qE stands for the overall inlet and outlet heat flux on the element, including the
volumetric heat generation and the convective heat transfer effects, too. Moreover, in
the most general case, λi j is a matrix of thermal conductivities that is characteristic
for an anisotropic media. Now, multiplying the Eq. (15) with the virtual temperature

12In general, there is a distinguished meaning of lower and upper indices both in physics and
mathematics. Here we use only upper indices and we do not distinguish vectors from covectors.
13In the field of meteorology, the virtual temperature has an entirely different meaning: this is the
temperature of the dry air in case if it has the same pressure and density as of the moist air [20].
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δT , and integrating respect to the overall volume of the corresponding element, it
yields

∫
V

ρcδT i
e N

i N j∂t T
j
e dV +

∫
V

ρcδT i
e N

iv j B jkT k
e dV +

∫
V

δT i
e B

i jλ jk BklT l
e dV =

=
∫
S

δT i
e N

iqAdS +
∫
S

δT i
e N

ih(T∞ − N jT j
e )dS +

∫
V

δT i
e N

iqV dV,

(16)

in which term of qE is splitted into a surface, a convective and a volumetric con-
tributions. Since the surface heat flux qA is not necessarily proportional with the
temperature, the convective part is treated separately. Then let us consider the fol-
lowing simplification assumptions:

• the mass density ρ and the specific heat c are constants,
• the heat transfer coefficient h and the environment temperature T∞ are also con-
stants,

• as the quantities T i
e , ∂t T i

e and δT i
e are nodal values, they can be taken out and both

sides can be simplified with δT i
e . That is, it is not a real variational principle, on

contrary to the usual approach of finite element methods to mechanical problems.

Finally, the equation reads

ρc
∫
V

N i N jdV∂t T
j
e + ρc

∫
V

N ivk Bk jdV T j
e +

∫
V

Bikλkl Bl j dV T j
e =

=
∫
S

N iqAdS +
∫
S

hT∞NidS −
∫
S

hN i N jdST j
e +

∫
V

qV N
idV, (17)

where we can introduce the following quantities:

• Ci j
c := ρc

∫
V
N i N jdV , this is the heat capacity matrix of one element, it is also

called thermal damping matrix highlighting the mechanical analogy behind the
finite element formalism. It is mostly a diagonal matrix but not for every element
type. The diagonalization procedure introduces some errors that lead to decreasing
heat capacity (analogously, mass decreasing in mechanics).

• K i j
m := ρc

∫
V
N ivk Bk jdV , which is a non-symmetric matrix that is related to the

convective mass transport.
• K i j

d := ∫
V
Bikλkl Bl j dV , called diffusion matrix. However, its name is misleading

as it consists the thermal conductivities instead of thermal diffusivities.
• K i j

c := ∫
S
hN i N jdS, called convection matrix which is describes the convective

heat transport on the boundary.
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• Qi := ∫
S
N iqAdS, according to terminology, it is often called as “mass flux” vector

that simply follows the mechanical analogy. Used to define the heat flux boundary
condition.

• Qi
c := ∫

S
hT∞NidS, called surface convection heat flow vector and used to define

the convection boundary condition.
• Qi

g := ∫
V
qV NidV , which is the vector of internal heat generation.

Using these quantities, Eq. (17) reduces to

Ci j
c ∂t T

j
e + (K i j

m + K i j
d + K i j

c )T j
e = Qi + Qi

c + Qi
g, (18)

which one is practically a system of coupled ODEs, wherein one ODE describes the
time evolution of a nodal temperature. Therefore, in the simplest case14 two coupled
ODEs must be solved. The coupling is ensured through the K matrices, which are
to characterize the influence of one node to the others. Eq. (18) can be dramatically
simplified, assuming vi = 0i , with no convective heat transport. In general, linear
shape functions are used to formulate these matrices. However, they are mostly
inappropriate in situationswith volumetric heat generation due to the nonlinear nature
of the temperature distribution.

The thermal loading (heat flux and convection) boundary conditions are prescribed
in the particular elements of the vectors Q, on the right-hand side. The first-type
boundaries mean fixed values in the nodal temperature vector. The finite element
formulations of generalized heat equations (e.g., the Maxwell–Cattaneo–Vernotte
and the dual phase lag equations) is not easy but straightforward [21–27]. The dif-
ficulties start with the implementation of non-local terms, e.g., with the Laplacian
of the heat flux such as the Guyer–Krumhansl equation does describe. As it is men-
tioned earlier, it is not possible to prescribe both the temperature and the heat flux
on the boundary for the Guyer–Krumhansl equation. However, on the contrary, all
field variables must be presented in the nodal degrees of freedom in the finite ele-
ment approach, which makes extraordinarily challenging to obtain real, physically
admissible solutions [28].

4.2 Finite Differences for PDE Systems

The approximation of derivatives with finite differences is a well-known numerical
method and is among the simplest ones. On one hand, despite its simplicity, it applies
to a wide range of engineering problems. On the other hand, only simple geome-
tries can be discretized with equidistant lattice.15 This section intends to present

14One-dimensional problem, solved with one element, using linear shape functions.
15That is, the spatial steps cannot be varied within one direction. In contrary, the time steps can be
programmed to be adaptive.
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some essential techniques to solve PDE systems. We show examples of thermal
and mechanical models as well, in which the time-stepping strategy is emphasized,
besides the implementation of boundary conditions.

The difference schemes exploit the Taylor series expansion and result in order
of approximation according to the order of truncation. Thus, it is easy to estimate
the precision and order of convergence. Moreover, the consistency16 is also easily
fulfilled [28, 29]. The fulfillment of consistency and stability17 together result in
convergence, according to the Lax theorem [30, 31]. In the following, we present
the simplest (and most often used) difference schemes. Their detailed discussion and
derivation can be found in [1, 16]. When discretizing a time derivative, the two basic
options are the following:

• forward discretization: ∂ f
∂t ≈ f n+1

j − f nj
�t ,

• backward discretization: ∂ f
∂t ≈ f nj − f n−1

j

�t ,

with f = f (x, t) being an arbitrary, differentiable function, n is the index of time
steps and j denotes the spatial steps. Both of these approximations are first order
and related to the jth point. Naturally, one could choose a different approximation
with significantly higher precision such as the Adams–Bashforth and Runge–Kutta
schemes [32, 33], however, for our goals, it is not necessary. As we will see later,
even the simplest methods can work.18

Regarding the spatial discretization, the previous approximations are valid options
to choose, realizing the differentiation respecting to the index j . The third one is called
central discretization:

∂ f

∂x
≈ f nj+1 − f nj−1

2�x
, (19)

because the neighbouring points of j are used, and it results in a second order
approximation.

Since the Taylor series expansion goes to infinity, it is possible to derive infinitely
many approximations, resulting in higher and higher precision. However, their appli-
cability is strongly limited from a practical point of view. Regarding the time deriva-
tives, onemust find initial conditions as many as time instants are used in the scheme.
This is the smaller problem as those states can be safely ignored with initial equi-
librium conditions.19 The situation is different in the spatial direction: the imple-

16We distinguish weak and strong consistency. For the weak consistency, the requirements are
simple: when �x → 0 and �t → 0, then Dx → ∂x and Dt → ∂t , where Dx and Dt are the
discrete (difference) operators. In other words, the discrete system converges to the continuous one.
In general, this is not satisfactory to the strong consistency, which means that all the properties of
the PDE system are inherited to the discrete one.
17We discuss the corresponding properties soon.
18Actually, starting with the simplest approximation is the safest option in order to understand the
nature of the PDE system. Besides, the most precise schemes are not the best choice sometimes.
19In any other case, choosing a small time step size, one can obtain the initially needed information
with a lower order scheme.
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mentation of boundary conditions acts as a stronger constraint. Near the boundary,
there is not enough grid point to calculate the chosen approximation, solely using
‘virtual’ points. However, these ‘virtual’ points can represent only artificially cre-
ated states since they are over the boundary, i.e., beyond the real domain of interest.
Their application is reasonable only for symmetry conditions.20 Moreover, applying
a different scheme, even in the vicinity of the boundary, makes the complete calcu-
lation unstable. In summary, high order approximations for spatial derivatives are
rarely used. Furthermore, the overall precision of the numerical calculation is given
by the lowest order approximation. Consequently, using a second-order scheme for
the spatial derivative makes it unreasonable to apply a fourth-order time-stepping
algorithm. We want to emphasize the following remarks:

• The possible combinations of the approximations of time and spatial derivatives
can be divided into two groups. In the first one, to calculate the new (n + 1)th
value, only values from the previous step are used. These are called ‘explicit’
schemes. Their counterpart is called ‘implicit’ schemes in which the calculation
also requires values from the new time step. It essentially determines the stability
properties.

• Not any combination of the time and spatial approximations are efficient for all
PDE. For instance, the so-called FTCS (forward time centered space) scheme
cannot solve the advection equation:

∂ f

∂t
= v

∂ f

∂x
. (20)

Instead, for example, applying Lax’s method (i.e., changing f nj to 1/2( f nj+1 +
f nj−1)) is more suitable to obtain a stable (and convergent) solutionwith the famous
CFL (Courant–Friedrich–Lewy) stability criterion: v�t

�x < 1. This stability crite-
rion is not a general one, it may work merely for hyperbolic PDEs. In the next
section, we show a method to calculate the stability conditions.

• The instability of a scheme for a particular PDE does not mean that this is the case
for any PDE using the same scheme. It means that a particular approximation is
not suitable for a particular PDE.

• TheCFLcondition highlights the role of the time scales: the ratio of the chosen time
and space steps represent a sort of ‘discrete velocity’ (�x/�t), and compares to the
physical one (v). That is, the discretization must respect the present propagation
speeds and must be adapted to them to obtain an acceptable resolution of the
modeled phenomenon. In other words, the discrete velocity must keep up with
the physical one. In some cases, v is around the speed of sound, or even faster.21

Regarding the ODEs, this behavior is called ‘rigidity’ and the equation itself is
called ‘rigid’. The appearance of multiple time scales in the same model makes
more difficult the calculations as always the lowest one restricts the maximum

20We note here again: in thermal problems, considering ∇T = 0 as a symmetry condition is valid
only for the Fourier’s law.
21In electrodynamics, usually, the speed of light dictates the relevant time scales.
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applicable time step. There are two ways to overcome this difficulty. The first
option is to choose a numerical method, usually an implicit one, that allows to use
higher time steps and practically ignoring the processes which occur on that time
scale. It is only possible when it offers an acceptable precision. The other option
is to rescale the equations with respect to the fastest phenomenon.

Concept of Staggered Fields

Here,we show an efficientway for spatial discretization,which respects the boundary
conditions and also eases their implementation. This is extremely important for gen-
eralized equations that contain nonlocal terms as well, such as the Guyer–Krumhansl
equation, but not restricted to thermal problems in principle. Although it is not a firm
requirement to apply for the classical equations, it still can be helpful. Now, let us
recall the Guyer–Krumhansl equation again as a PDE system:

ρc∂t T + ∇ · q = 0,

τ∂tq + q = −λ∇T + l2�q, (21)

with heat pulse boundary condition. Then, putting the field variables at the same grid
point would require a compatible definition for the temperature on the boundary, too.
As it is not possible, we propose a different method, constructing a staggered grid, as
the Fig. 1 shows for a one-dimensional situation. It avoids defining the temperature on
the boundary by distinguishing ‘surface’ and ‘volume’ quantities. In this particular
setting, the heat flux is situated on the boundary of each cell, and the temperature
characterizes their volume average. This is a sort of finite volume approach. That
choice ismade arbitrarily, it is also possible to define the temperature on the boundary,
but it is not natural from a physical point of view.

More importantly, such a staggered discretization is strongly related to the struc-
ture of the equations that is restricted by the first and the second law of thermody-
namics. Thus it remains applicable for any PDE, at least in the linear regime, which
respects the structure and compatibility with thermodynamics.

As an example, we demonstrate this numerical approach on the one-dimensional
version of the Guyer–Krumhansl model. We start with discretization explicitly the
balance equation,

T n+1
j = T n

j − �t

ρc�x
(qn

j+1 − qn
j ), (22)

q1 T1 qj Tj qJTJ

Fig. 1 The 1D discretization of the Guyer–Krumhansl equation
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and continue with the constitutive equation:

qn+1
j = qn

j − �t

τ
qn
j − λ�t

τ�x
(T n

j − T n
j−1) + l2�t

τ�x2
(qn

j+1 − 2qn
j + qn

j−1), (23)

where the forward approximation for the time derivatives are used, and discretizing
the spatial derivatives according to the staggered field. As always the lowest order
term restricts the precision, it becomes a first order scheme. However, it still remains
an efficient way to obtain a physically admissible solution. The temperature field
is calculated as a consequence of the heat flux, exactly as the analytical solution
suggests, without using any boundary condition for T .

This scheme is improved to be second order with taking the convex combination
of the explicit and the implicit terms and formulating a Crank–Nicolson-like scheme
(which acts analogously as the trapezoidal integration) [1, 28]:

ρc
1

�t
(T n+1

j − T n
j ) = − 1

�x

[
(1 − �)

(
qn
j+1 − qn

j

) + �
(
qn+1
j+1 − qn+1

j

)]
, (24)

and for the constitutive equation, too:

τ

�t

(
qn+1
j − qn

j

)
+

[
(1 − �)qn

j + �qn+1
j

]
+ λ

�x

[
(1 − �)(T n

j − T n
j−1) + �(T n+1

j − T n+1
j−1 )

]
(25)

− l2

�x2

[
(1 − �)

(
qn
j+1 − 2qn

j + qn
j−1

) + �
(
qn+1
j+1 − 2qn+1

j + qn+1
j−1

)] = 0,

where � denotes the combination parameter and � = 1/2 leads to a second order
scheme. The reasoning behind that idea is simple: the first order derivatives (both
time and space) are not situated at the same grid point, see Fig. 2 wherein h denotes
an arbitrary index, could be either related to time or space. In case of the time
derivatives, the derivative itself is situated between two levels of n and n + 1. Hence
the convex combination of the other terms with � = 1/2 puts them onto the same
level. Moreover, that idea also works for the spatial derivatives on the staggered field,
but no linear combination is needed.

Fig. 2 The place of the
derivatives on the lattice

h h+1h+1/2
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4.3 Stability Analysis

So far, we already mentioned a few words about ‘stability’ as some property of
the numerical approach. We have to distinguish physical and numerical stabilities
since they are completely different notions. The physical stability corresponds to the
physical content of the PDE, without any approximation. The numerical stability,
however, is only a propertywhich is introduced by the approximations. Considering a
particular PDEwith a particular numerical approximation, it is possible to investigate
the resulting stability properties.

Since the compatibility with thermodynamics is a strong requirement for mathe-
matical models, the resulting constitutive equations (together with the correspond-
ing balances) have asymptotically stable22 solutions.23 However, it is not difficult to
obtain numerically unstable solutions for physically stable processes.

The numerical stability—instability is in close connection to the boundedness of
the errors, introduced due to the approximations. A scheme remains stable if the
errors are bounded. As a thumb rule, the explicit schemes—those that use values
from the previous time instants only—have a stability condition, independently of
their precision.24 The implicit schemes have much better stability attributes.

Now we continue the example on the Guyer–Krumhansl equation with investi-
gating the stability properties. In most cases, the von Neumann and Jury methods are
adequate for linear stability analysis [1, 35]. According to the von Neumannmethod,
let us assume the solution of the difference Eqs. (24) and (25) in the form25

φn
j = ξneik j�x , (26)

where i is the imaginary unit, k is the wave number, and j�x denotes the j th spatial
step, and ξ is called the growth factor26 [1]. The scheme is stable if and only if |ξ| ≤ 1
holds, this inequality serves as the stability criteria. Using (26) one can express each
term from (24) to (25), for example qn+1

j−1 = ξn+1eik( j−1)�x · q0. Substituting (26) into
(24) and (25) yields

T0(ξ − 1) + q0
�t

ρc�x

[
(1 − �)

(
eik�x − 1

) + �ξ
(
eik�x − 1

)] = 0,

(27)

22It requires an attractive and Lyapunov-stable equilibrium. The simplest example is a cool-
ing/heating process without any heat generation.
23The second law of thermodynamics itself is a stability theory, that is, the total entropy is a
Lyapunov function [34].
24Naturally, it is easier to fulfill the stability conditions for schemes with higher precision.
25Realize that ξ is analogous to eiω�t , and this stability analysis uses the discrete version of disper-
sion relations. In fact, ξ itself is the dispersion relation.
26It is a complex number, in general.
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q0(ξ − 1) + q0
�t

τq
[(1 − �) + �ξ]

+T0
λ�t

�xτq

[
(1 − �)

(
1 − e−ik�x

) + �ξ
(
1 − e−ik�x

)]
−q0

l2�t

�x2τq

[
(1 − �)

(
eik�x − 2 + e−ik�x

) + �ξ
(
eik�x − 2 + e−ik�x

)] = 0.

(28)

Now, one constructs a coefficient matrix M such as M · u = 0, with uT = [T0; q0].
Calculating the determinant of M leads to the characteristic polynomial of system
(27) in the form F(ξ) = a2ξ2 + a1ξ + a0 with the coefficients, leaving the choice
free for �:

a0 = 1 − �t

τq
(1 − �) + [2 cos(k�x) − 2] (1 − �)

�t

�x2τq

[
l2 − �t (1 − �)

]
,

a1 = −2 + �t

τq
(1 − 2�) + [2 cos(k�x) − 2]

�t

�x2τq

[
l2(2� − 1) − 2�t (1 − �) �

]
,

a2 = 1 + �t

τq
� − [2 cos(k�x) − 2]

�t

�x2τq
�

(
l2 + �t�

)
. (29)

Our aim is to restrict the coefficients in a way which ensures that the roots of the
present polynomial stay within the unit circle in the complex plane. That roots are the
eigenvalues of matrix M. These restrictions can be derived using the so-called Jury
criteria.27 At this level, the stability condition |ξ| ≤ 1 means an inequality between
the time and space steps. In general, the time step �t is constrained as a function of
�x . Nevertheless, the material parameters also appear in these relations and this is
how the scaling properties of the mathematical model influence the stability. There
are m + 1 criteria for an mth order polynomial:

1. F(ξ = 1) ≥ 0,
2. F(ξ = −1) ≥ 0,
3. a2 ≥ |a0|.
It is possible to express each condition also as a function of �. However, this would
not be useful for practical purposes and now we consider the � = 1 case, that gives

1. 4�t2

τq�x2 > 0,

2. 4 + 2�t
τq

+ 4 �t
τq�x2 (2l

2 + �t) > 0,

3. 1 < 1 + �t
τq

+ 4 �t
τq�x2 (l

2 + �t),

hence, the scheme remains unconditionally stable as long as all parameters are pos-
itive, i.e., satisfying the thermodynamical conditions, too. The � = 1 stands for
the completely implicit approach which, as it is proved here, requires no condition

27The Routh–Hurwitz criteria are applicable for continuous systems.
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between the �t and �x . However, it is only a first order scheme and the more inter-
esting case belongs to � = 1/2, in which the precision is increased. Repeating the
same calculation yields

1. 4�t2

τq�x2 > 0,
2. 4 > 0,
3. 0 < 1 + 4l2

�x2 ,

that is, the scheme is still unconditionally stable. It could be surprising as there
are explicit parts in the Eqs. (24) and (25) as well. In our last remark, we note that
the present scheme is also applicable for the submodels of the Guyer–Krumhansl
equation, i.e., for l = 0, each criterion are fulfilled. Therefore, the stability is proved.

4.4 Discretization of Mechanical Systems

The essential aspects remain the same for mechanical systems, such as the treatment
of boundary conditions, being aware of the time scales (or wave propagation speeds,
accordingly) and preserving the physical content while the scheme converges to a
real, asymptotically stable solution.

One essential difference between the thermal andmechanical problems originates
in physics, naturally: the simplest mechanical model—the Hooke’s law—describes
a completely elastic behavior. Elasticity does not produce entropy, and thus it is a
reversible process in which the mechanical (kinetic and elastic) energy is conserved.
Usually, in the engineering handbooks, such physical phenomenon is modeled with
a wave equation for the velocity field v,

∂t tv = v0�v, (30)

where v0 is the characteristic propagation speed. Unfortunately, that approach makes
difficult to notice the Hamiltionian dynamics (energy conservation). Likewise to the
thermal problems, we propose to solve the PDEs separately, that is,

ρ∂tv + ∇ · P = 0, (31)

−P = σ = 2με + λεsph, (32)

∂tε = (∇v)sym, (33)

where Eq. (31) describes the momentum balance with the pressure tensor P, and
∇ · P is the force acting locally. Equation (32) is the constitutive relation between
the pressure and the deformation ε, including the Lamè coefficients μ and λ. The
system (31)–(33) is only valid for small deformations. The Hamiltionian structure
becomes apparent in 1D:

ρ∂tv = E∂xε,

∂tε = ∂xv.
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Fig. 3 The 1D discretization
of the elastic (Hamiltonian)
mechanical system

ε1 v1 εj vj εJvJ

That form now reflects the usual structure of Hamiltion equations, and hence the
energy conservation becomes visible, too.

First, we remark that the same spatial discretization method of staggered fields is
applicable, it is our next example. Its advantage becomes exceptionally significant
for rheological equations in which the constitutive relation becomes a differential
equation, and still useful even in the classical case. Therefore, the two field variables
are situated on different grid points, it is depicted in Fig. 3. In this simple one-
dimensional example, using the deformation as a primary variable is equivalent to
the stress due to the constant proportionality.

Wedraw attention again to the energy conservation, that propertymust be included
in the numerical scheme as well, i.e., the time-stepping algorithm of the discretized
system respects the energy conservation. Such a time-stepping method is called
symplectic integrator [36–38] and can be combinedwith the staggeredfield approach.
This is the most efficient way to fulfill the previous requirement. The simplest, first-
order symplectic integration is a so-called semi-implicit Euler method, that is,

εn+1
j = εnj + �t

�x

(
vn
j − vn

j−1

)
, (34)

vn+1
j = vn

j + E�t

ρ�x

(
εn+1
j+1 − εn+1

j

)
. (35)

While Eq. (34) is explicit, the other one is implicit, and both of them use forward
differencing in time. However, in Eq. (35), the new values of εn+1 appear, instead
of εn . This is the key step to make the time-stepping symplectic. Since the first time
step for a variable is always explicit, there is a condition for stability.

Stability Analysis

Using again the von Neumann and Jury methods and repeating the same steps, that
is, assuming the solution of the difference equation in the following form,

ϕn
j = ξneik j�x , (36)

and omitting the detailed derivation, the characteristic polynomial reads

F(ξ) = ξ2 − ξ

(
2 + �t2

�x2
E

ρ

(
2 cos(k�x) − 2

)) + 1, (37)

that can be solved in some cases, for instance, the solution is
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ξ = 1

�x2ρ

(
�x2ρ + �t2E

( − 1 + cos(�xk)
)±√

�t2E(−1 + cos(�xk))
( − �t2E + 2�x2ρ + �t2E cos(�xk)

))
(38)

and applying directly the stability requirement |ξ| ≤ 1, would lead to the stability
conditions. However, it is easier to apply the Jury criteria which yield

• The F(ξ = 1) ≥ 0 condition is trivially fulfilled: F(ξ = 1) = 4 �t2

�x2
E
ρ

> 0.

• The F(ξ = −1) ≥ 0 condition leads to the CFL stability criterion: �x
�t ≥ v0, where

v0 =
√

E
ρ
.

• The last one is: |a2| ≥ |a0|, that relation is automatically fulfilled because both of
them is 1.

From the viewpoint of time and spatial scales, it is remarkable how the stability con-
dition restricts the time or the space step. If one of them is fixed (usually, the spatial
part), then the other one must be in agreement with the stability condition. In general,
it requires extremely small time steps. For instance, using�x = 0.01m, for v0 being
5000 m/s, then �t ≤ 2 · 10−6 s. Instead, it is worth to use dimensionless parameters
by introducing a dimensionless velocity such as v̂ = v/v0.Moreover, using this char-
acteristic velocity, and a unit length L , x̂ = x/L , t̂ = tv0/L with σ̂ = σ/(ρv2

0), then
it results in a more convenient stability condition:�x̂ ≥ �t̂ . For further examples of
introducing dimensionless quantities and the related mathematical notions, we refer
to [39]; the corresponding section can be found in Appendix A.28

Applying this simple symplectic scheme, it becomes possible to model a one-
dimensional, purely elastic wave propagation, see Fig. 4 for the demonstration. In
order to preserve that characteristic of the solution, itmust be free fromdissipative and
dispersive errors that jeopardize the complete calculation. Due to their importance,
we discuss these sources of numerical errors in the following.

4.5 Numerical Errors: Dispersion or Dissipation?

Keeping the finite difference method in our focus, we point out again that it provides
only approximative solutions to the differential equations. One source of the numeri-
cal error roots exactly in the truncation error of the Taylor series expansion.We call it
‘inaccuracy’ as the value of the solution differs from the exact one, but the numerical
solution still represents the characteristics adequately. Unfortunately, this is not the
only consequence of the approximation, it introduces the artificial phenomena of
numerical dissipation and dispersion.

At this point, we have to highlight some remarks about the following discussion.
There is no clear mathematical definition for these numerical errors. On the one hand,

28Taken in accordance with the Creative Commons License.
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the derivation of ξ is the discrete version of dispersion relation (i.e., the function
ω = ω(k)), and thus it inherits all the problems as well. For example, the usual
derivation of the relationship ω(k) assumes a plane-wave solution, with arbitrarily
assuming that the frequency ω is complex and the wavenumber k is real or vice
versa. Moreover, that approach completely omits the boundary conditions despite
they affect the definition of k since the solution is represented in the eigensystem
exp(ik j�x). Hence k cannot be arbitrary, and the boundary effects should not be
neglected. However, so far, these aspects are not elaborated in regard to dispersion
relations.

Consequently, the stability conditions based on |ξ| ≤ 1 can be slightly inaccurate
in some cases. In the following analysis, we show a few estimations about the dissi-
pation and dispersion using ξ. Furthermore, we also present the boundary effect on
the mentioned numerical errors.

Dissipation

Usually, the dissipation error is illustrated on a sharp edge, which is smeared out
slowly, resulting in a false solution. In other words, the amplitude of the wave is
decreasing in every time step and occurs when |ξ| < 1. It stabilizes the numerical
solution. For |ξ| = 1, the scheme can be called ‘conservative’; only when no dis-
persive error is present. This is exactly the requirement for symplectic methods. For
instance, applying any�t and�x in accordance with the stability condition, Eq. (38)
satisfies |ξ| = 1 (Fig. 5).Moreover, to obtain a solution such as in Fig. 4, also requires
v0�t = �x in order to vanish the dispersion effects. Thus the numerical dissipation
and dispersion errors are not independent of each other.

Fig. 4 Rear side velocity in time, using dimensionless quantities. The boundary condition is defined
for ε, the excitation is applied similarly to heat conduction, using Eq. (10)
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Fig. 5 Equation (38) for |ξ| as a function of k

However, the presence of dissipation and dispersion is a sort of characteristic
property of a scheme and varies from scheme to scheme. For comparative reasons,
let us demonstrate that property using the following possibility for discretization,

εn+1
j = εnj + �

�t

�x

(
vn
j − vn

j−1

) + (1 − �)
�t

�x

(
vn+1
j − vn+1

j−1

)
, (39)

vn+1
j = vn

j − �
E�t

ρ�x

(
εnj+1 − εnj

) − (1 − �)
E�t

ρ�x

(
εn+1
j+1 − εn+1

j

)
, (40)

which is similar to the one applied for heat conduction, and for � = 1/2, it is sup-
posed to be second order accurate. Repeating the stability analysis, one can obtain
an expression for ξ:

ξ = �x ± 2iv0�t (� − 1) sin
(

�xk
2

)
�x ± 2iv0�t� sin

(
�xk
2

) , (41)

which is

• unstable for all �t and �x when � = 0,
• unconditionally stable for � = 1/2 and 1, thus we compare these parameters to
each other.

When � = 1, we have a completely implicit scheme that produces a significant
amount of dissipation, the corresponding |ξ| is shown in Fig. 6. On Fig. 7, it is pre-
sented how the wave amplitude decreases. This solution is unconditionally stable,
works even with v0�t > �x , but the essential characteristics of elastic wave prop-
agation is completely distorted due to the dissipation error.
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Fig. 6 Equation (41) with � = 1, showing |ξ| as a function of k, with normalizing the velocity by
v0

Fig. 7 One dissipative solution for elastic wave propagation using the schemes in (39) and (40)

Dispersion

We continue our comparative analysis here since the dispersion error becomes appar-
ent now, for both schemes, considering symplectic time-stepping or � = 1/2 com-
bination. The dispersion error occurs as a spurious oscillation around sharp edges.
Usually, it distorts the solution in a way which makes the simulation meaningless.
Its source is coded into ξ as well; however, its investigation is not so ‘algorithmic’.

The dispersion error is often referred to be as ‘phase error’, it will be visible when
ξ is depicted on the complex plane as a function of k. In general, it is investigated
with numerical simulations, trying to reconstruct the exact dispersion relation. The
error can be estimated as a difference among them. For the presented symplectic
Euler method, dispersion error occurs when v0�t < �x , and the solution is shown
in Fig. 8. At the same time, that figure also shows a dissipative error, they appear
together.
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Fig. 8 One dispersive (and dissipative) solution for elastic wave propagation using the symplectic
Euler scheme with �t = 0.95�x

Fig. 9 One dispersive (and dissipative) solution for elastic wave propagation using the � = 1/2
scheme

We note that for the following test simulations, we use dimensionless parameters
(i.e., v0 = 1) such as �x = 0.002, and the mentioned ‘pulse-like’ excitation is tp =
0.01.

Before using the � = 1/2 scheme, we recall that it is unconditionally stable,
i.e., it remains stable for any �t . Although |ξ| = 1 holds for any �t and �x , it
still produces a dissipative and dispersive error, that is, |ξ| = 1 is a necessary but
not satisfactory requirement to being symplectic. For instance, applying the same
spatial and time steps as previously, we obtain a solution, shown in Fig. 9. It is not
a meaningful solution due to dispersive-dissipative errors. Thus we emphasize that
a scheme remains conservative only when |ξ| = 1 and no phase error is occurring.
Plotting ξ on the complex plane for both schemes, the differences become apparent.

Symplectic scheme: Beginning with the symplectic scheme, we observe that
the conservative solution requires |ξ| = 1 for all k. Moreover, it must consist of the
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Fig. 10 Change of ξ with decreasing the time step, using the symplectic Euler scheme

Fig. 11 The effect of changing tp to 0.1, the dispersive error is significantly reduced, using the
symplectic Euler scheme with �t = 0.95�x

complete set of points on the unit circle. It means that the scheme itself is not sensitive
to the boundary condition (e.g., to the ‘pulse’ length tp), and the conservation property
is not restricted to a particular wavenumber29 k.When the relation v0�t < �x holds,
that ‘completeness’ is violated and the dispersive error is starting to appear for certain
k (Fig. 10). However, increasing30 tp from 0.01 to 0.1 shows that the dispersive
(and the dissipation, accordingly) error is decreased (Fig. 11). In other words, the
scheme becomes sensitive to certain wavenumbers, and that behavior depends on the
boundary conditions.

�-schemes: For� = 1, the dissipation always over-dominates the dispersion, and
it is not possible to approach the conservative solutions (Fig. 12).Using�x/�t = 20,

29Naturally, for a reasonable numerical resolution.
30That is, modifying the excitation in the boundary condition.
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Fig. 12 Change of ξ by changing the time step, using the � = 1 scheme

Fig. 13 Solution with � = 1 and �x/�t = 20. The dispersive error is apparent

the dispersive error becomes visible, but changing 20 to 1, it completely disap-
pears and investigating the wave amplitude, the dissipation error is significantly
increased (Fig. 13). Moreover, changing tp from 0.01 to 0.1, the dissipative error is
also decreased, hence the appearance of the numerical errors also depends on the
boundaries (Fig. 14). That dependence on tp is also visible for� = 1/2 scheme, com-
paring Fig. 9 to Fig. 15. That scheme can approximate the symplectic Euler method
with a large �t (Fig. 16).

5 Outlook and Summary

We have seen that the symplectic schemes are the best choice to simulating conser-
vative systems as even the simplest first-order accurate Euler method offers a fast and
correct solution. Moreover, when v0�t = �x , the dissipation and dispersion errors
remain independent of the excitation frequency. This does not hold to the�-methods.
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Fig. 14 Changing tp to 0.1 with �x/�t = 20 and � = 1

Fig. 15 Changing tp to 0.1 with �x/�t = 1 and � = 1/2

Fig. 16 Change of ξ by changing the time step, using the � = 1/2 scheme
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They are sensitive to the parameter tp; however, in certain situations, they offer a
good alternative.

The common point was the spatial discretization, the application of staggered
fields. It makes easier to implement any boundary condition and opens the possibil-
ity for generalized models as well. Here, its one-dimensional version is presented
only, but it can be extended for tensorial variables which appear in two and three-
dimensional problems.

For instance, the Hooke’s law is not that simple as in the one-dimensional case,
for each component in two dimension, we have

ε11 = 1

E

(
σ11 − ν(σ22 + σ33)

)
,

ε22 = 1

E

(
σ22 − ν(σ11 + σ33)

)
,

ε33 = 0, ε12 = σ12

2G
, (42)

ε13 = 0, ε23 = 0, σ13 = 0, σ23 = 0,

σ33 = −ν(σ11 + σ22),

corresponding to the plane strain with ν being the Poisson ratio, E is the Young
modulus and G = E/(2(1 + ν)) being the shear modulus. Now, we refer to the
fundamentals of staggered fields: the place of each derivative must be tracked and
the basic field variables are situated accordingly (Fig. 2). Then, following thatway,we
obtain the discretized equation with applying the symplectic time stepping strategy
(Fig. 17):

11ε
n+1
i, j = 11ε

n
i, j + �t

�x
(xv

n
i+1, j − xv

n
i, j ), (43)

12ε
n+1
i, j = 12ε

n
i, j + �t

2�y
(xv

n
i, j+1 − xv

n
i, j ) + �t

2�x
(yv

n
i+1, j − yv

n
i, j ), (44)

xv
n+1
i, j = xv

n
i, j + �t

ρ�x

(
11σ

n+1
i, j − 11σ

n+1
i−1, j

) + �t

ρ�y

(
12σ

n+1
i, j − 12σ

n+1
i−1, j

)
, (45)

where the equations for the other components can be derived, accordingly. It is impor-
tant to note that σn+1 is used instead of σn , after determining all εn+1 components,
the stress must be calculated.

That approach can be extended for 3D equations:

• each component of the velocity field is placed at the middle of the corresponding
ortogonal side,

• the off-diagonal elements of the tensorial quantities are situated at the middle of
the edges,

• the diagonal components are placed at the middle of the cube.
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Fig. 17 The discretization
of the mechanical system for
2D elastic wave propagation
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vy

vy
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As a final note, the discretization of the ballistic-conductive equation is analogous
with the substitution: ε → Q, v → q; and the temperature (as a scalar) is situated at
the center of each cell.

Overall, we want to emphasize that a numerical method is chosen to the actual
physical content of the equations. While the symplectic methods are much better
applicable for conservative systems, their advantage disappears for (physically) dis-
sipative situations and leaves space for other methods. Moreover, it is demonstrated
how easy to obtain unphysical but stable numerical solutions. Thus it is strongly
recommended to pay attention to any numerical methods, and take any opportunity
to validate them. For further examples, including rheological models, we refer to
[40].
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Appendix A
Switch to Dimensionless Quantities—In
General and for VdW

Similarly to how, in fluid mechanics, rescaling quantities by constants to make them
dimensionless and forming dimensionless combinations of constants are beneficial
for various purposes—realizing similarity among different setups and establishing
the appropriate rescaling of one setup to another, finding a universal common be-
haviour of systems with different sizes, and reducing the number of free parameters
to the essentially independent/free parameters for reducing the dimension of the pa-
rameter space to scan for numerical calculations and diagrams—, the effort to reduce
the number of free parameters and to have dimensionless quantities is similarly ad-
vantageous in thermodynamics. Before considering the example of theVan derWaals
gas, let us summarize what dimensionful quantities are and how to practically treat
them.

When we walk in a forest, we can find sticks and rods of various size. Similarly, at
home we find pens, pencils, pieces of thread etc. of various size. Then we gradually
invent the abstraction of the set of possible length values. We find that lengths can
be compared whether they are of the same lengths or one is larger than the other. We
can add lengths (one stick as the continuation of the other), subtract them (backward
continuation), multiply them by numbers,1 with natural operation rules (associativ-
ity, distributivity etc.). Altogether, we find that the set of possible length values,
denoted here by L, is a one-dimensional real oriented vector space.2 Hereafter, a
one-dimensional real oriented vector space is called ameasure line, which is a much
shorter and friendlier name.3

1Multiplication by integers: repeating a length n times; division by integers: folding a piece of thread
into two, three etc.; multiplication by rational numbers: a multiplication and a division; irrational
numbers: as a limit of rational ones.
2Initially, the set of possible length values contains only positive values but, since we frequently
find it convenient to use space coordinates like x = −3.2m , we extend it to negative values, too.
‘Oriented’ means here that we have distinguished one half of the vector space as positive, the other
half being the negative one.
3A line used for quantities, that is, for measurement purposes.
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For the possible time interval values, we introduce another measure line, denoted
by T. For the possible mass values, yet another measure line,M is needed;4 and we
will use a fourth measure line, H, for temperature values.5 Adding a length l and a
time interval t is meaningless (physically, as well as mathematically you cannot add
elements coming from different sets). However, their product and their quotient are
meaningful—mathematically, the product lt lives in the tensorial product ofL andT,
LT, which is also a measure line,6 and the quotient lives in the tensorial quotient of
L and T, another measure line L

T
. The notions of tensorial product and quotient may

sound new but no need toworry: they embody just the ruleswe have been accustomed
to since elementary school, e.g., (6l)(2t) = 12lt and (6l)/(2t) = 3l/t . 7 Aquotient
l/t is an example of a velocity value.8 Similarly, a force value lives in M

L

T2 , where
T
2 abbreviates TT.9 A tensorial power can be any real number so quantities like

l
1
2 , l7.38, l

√
2, lπ , l−π are meaningful. Negative powers satisfy L

−p = R/Lp and
L

p
L

−p = R , just as expected since, e.g., for two lengths l1, l2, their quotient l1/ l2
is a real number.10 For any positive quantity, e.g., a length l, one finds l0 = 1 .

Functions like sin, cos, exp, and ln are not meaningful for dimensionful quantities.
For example, when we try to extend the definition of exp,

exp x = 1 + x + 1

2! x
2 + 1

3! x
3 + · · · , (1)

to dimensionful x—e.g., a length l—then each term on the right-hand side lives in
different vector spaces: the first one in R, the second in L, the third in L2 etc. so the
sum is meaningless. Only combinations

e
l
l0 , ln

l

l0
etc. (2)

are meaningful, where l0 is also some length value.

4The typical notation is simply L, T, andM but these letters are overburdened. Also, our typographic
choice reflects that, similarly to the famous mathematical sets R,C,Z,N,Q, the measure lines
L,T,M are also famous sets.
5The letter T is already occupied. Temperature is related to heat (Heat).
6The tensorial or dyadic product is usually denoted in the way L ⊗ T or L ◦ T but usually there is
no danger of misunderstanding so we can simply write LT.
7Actually, it is just these rules that define the tensorial product and quotient of vector spaces.
8For velocity vectors, and dimensionful vectors in general, the generalization is natu-
ral, see the details in the book T. Matolcsi: Spacetime without reference frames, Soci-
ety for the Unity of Science and Technology, Budapest, 2018, ISBN 978-615-80157-3-8
("Matolcsi_Spacetime_without_Reference_Frames_2018-07-31.pdf" or
"Matolcsi_Spacetime_without_Reference_Frames_2018-07-31_two-page_
format.pdf" anywhere on the internet).
9Mathematics usually writes such a power notation for the Cartesian product of sets, e.g., R2 =
R × R , which contains pairs of values, like (3.2, 1.84) . For distinction, we may use T〈2〉 for TT
but, as long as misunderstanding is unlikely, we will use T2.
10As a special case, L−1 is actually the dual space L∗ of L.



www.manaraa.com

Appendix A: Switch to Dimensionless Quantities—In General and for VdW 199

Nowcomes anotationweare going tofindparticularly useful. The fact that a length
value l lives in measure lineLwill be denoted as 〈〈l〉〉 = L . Accordingly, with 〈〈t〉〉 =
T and 〈〈m〉〉 = M,

〈〈
l
t

〉〉 = 〈〈l〉〉
〈〈t〉〉 = L

T
and

〈〈
m l

t2
〉〉 = 〈〈m〉〉 〈〈l〉〉

〈〈t2〉〉 = 〈〈m〉〉 〈〈l〉〉
〈〈t〉〉2 = M

L

T2 .

In vector spaces, one practically (e.g., for numerical purposes) convenient char-
acterization of vectors happens with the aid of a basis. Namely, any vector v of an
n dimensional vector space can be uniquely characterized, with the aid of linearly
independent vectors vi (i = 1, . . . , n) by n real numbers ci that are the coefficients
in the expansion

∑n
i=1 civi . Now, a measure line is a one-dimensional vector space.

Correspondingly, only one basis vector is needed to have a basis. For example, any
length l can be uniquely expressed, with the aid of a nonzero length lu as l = clu .
Customarily, a basis vector in a measure line is called a unit of measurement. Ac-
cording to a standard, the notations { }, [ ] are introduced as

{l} = c , [l ] = lu . (3)

As an example, for a length l = 3.2m , {l} = 3.2 and [l ] = m . Unfortunately,
other usages of [ ] can also be found in the context of dimensionful quantities, putting
the unit into the brackets as [m], or putting the measure line into the brackets as
[L] (or [L])—sometimes two such different (hence, contradictory) meanings of the
bracket are used on the same page of a book.

Confusing, e.g., the number {l} = 3.2 with l itself—assuming tacitly what the
unit, say, [l ] = m , is—is a frequent type of mistake that has resulted11 in death of
people (catastrophe of a Korean Air flight, 1999) and in the waste of 300 million
USD and of substantial scientific and technological effort (loss of the NASA Mars
Climate Orbiter, just in the same year). Everyone should always specify the unit as
well; a quantity is meaningless (and dangerous) without the unit.

As a brief repetition:

• Any dimensionful quantity lives in a one-dimensional vector space.

• A unit of measurement is a basis vector in such a one-dimensional vector space.

• The customary rules of product and quotient of dimensionful quantities also
apply for the corresponding one-dimensional vector spaces (measure lines).

Units, though hopefully being standardizedwell enough, are arbitrary in a sense.12

For a given specific problem, however, theremaybe somedistinguished units, defined
by the relevant constants at present. In such a case it is beneficial to use them as units
(and to form, from them, units for other measure lines involved) since these embody

11https://en.wikipedia.org/wiki/Unit_of_measurement#Real-world_implications (as of 2019-08-
21).
12Why is the second defined as the duration of 9 192 631 770 periods of the radiation corresponding
to the transition between the two hyperfine levels of the ground state of the caesium-133 atom, at a
temperature of 0K? [Wikipedia: Second (as of 2019-08-21).].

https://en.wikipedia.org/wiki/Unit_of_measurement#Real-world_implications
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self-scales (characteristic scales or natural scales) for the given situation. In the lucky
case, we can make all our quantities dimensionless via these distinguished units.

Let us consider the example of the thermal constitutive relationship of the Van
der Waals simple material,

p = RT

v − b
− a

v2
(4)

connecting pressure p, temperature T , and specific volume v, with positive constants
a, b, R.

A generally applicable strategy is to identify all the appearing quantities and
constants as products of powers of the elementary measure lines L, T, M, and H.
For example, the specific volume v lives in L

3

M
,

〈〈v〉〉 = L
3

M
. (5)

Then a unit vu is sought in the form

vu = aαv · bβv · Rγv , 〈〈vu〉〉 ≡ L
3

M
= 〈〈a〉〉αv 〈〈b〉〉βv 〈〈R〉〉γv , (6)

where the powers αv , βv , γv are determined from the requirement that the total of
powers of L on the right-hand side be 3 (the power of L on the left-hand side), that
the total of powers ofM be −1, the total of powers of T be 0, and the total of powers
of H be also 0. Hence, we solve a set of linear equations for αv , βv , γv . The same
procedure is to apply for pu = aαp · bβp · Rγp and for Tu = aαT · bβT · RγT .

Yes, this is lengthy and tiring. Therefore, let us now see an alternative route that
is much shorter. It is shorter partly because we won’t need to identify the L, T, M,
and H content of the measure lines of the constants and of the quantities.

Let us start by recognizing the difference v − b in (4). Such a difference is
meaningful only if

〈〈v〉〉 = 〈〈b〉〉 . (7)

This immediately suggests the straightforward choice

vu = b . (8)

Next, an analogous consistency requirement tells us that

〈〈p〉〉 =
〈〈 a
v2

〉〉
. (9)
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We can exploit this as

〈〈pu〉〉 = 〈〈p〉〉 =
〈〈 a
v2

〉〉
= 〈〈a〉〉

〈〈
v2

〉〉 = 〈〈a〉〉
〈〈v〉〉2 = 〈〈a〉〉

〈〈b〉〉2 , (10)

pu = a

b2
. (11)

Finally,

〈〈p〉〉 =
〈〈

RT

v − b

〉〉
, (12)

〈〈a〉〉
〈〈b〉〉2 =

〈〈 a
b2

〉〉
= 〈〈pu〉〉 = 〈〈p〉〉 = 〈〈RT 〉〉

〈〈v − b〉〉 = 〈〈R〉〉〈〈T 〉〉
〈〈b〉〉 = 〈〈R〉〉〈〈Tu〉〉

〈〈b〉〉 , (13)

〈〈Tu〉〉 = 〈〈a〉〉
〈〈b〉〉2

〈〈b〉〉
〈〈R〉〉 = 〈〈a〉〉

〈〈b〉〉〈〈R〉〉 , Tu = a

bR
. (14)

Having obtained the distinguished units in either way, we continue with introduc-
ing the nondimensionalized quantities as

v̂ = v

vu
, p̂ = p

pu
, T̂ = T

Tu
. (15)

In terms of them, the dimensionless counterpart of (4) by replacing v with v̂vu , p
with p̂ pu , and T with T̂ Tu is13

p̂ pu = RT̂ Tu
v̂vu − b

− a
(
v̂vu

)2 ,
∣∣∣∣ · 1

pu
(16)

p̂ = 1

pu
RTu

T̂

v̂b − b
− 1

pu

a

v2u

1

v̂2
= b2

a
R

a

bR

T̂

b
(
v̂ − 1

) − b2

a

a

b2
1

v̂2

= T̂

v̂ − 1
− 1

v̂2
. (17)

The result does not contain any dimensionful constant, thus being of a universal
form. Accordingly, instead of plotting p–v diagrams for various values of a, b,
R, it is enough to plot only a single p̂–v̂ diagram. Similarly, instead of running a
numerical calculationmany times for various values of a, b, R, you need only a single
run (and then to transform the dimensionless result back to the level of dimensionful
quantities).

13A general suggestion for such transformations: replace the old objects in terms of the new (and
then rearrange), not vice versa: do not try starting with the new ones and attempting to apply the
old expressions here or there. And it’s not a waste of effort to calculate the inverse transformation:
you will anyway need the inverse direction at the end, i.e., when translating anything you obtained
at the dimensionless level back to the initial level.
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ForVan derWaals-likemodels of simplemedia—and, according tomeasurements
in real life as well—, there is a distinguished thermodynamical state called the critical
point, and then the corresponding critical values vc, pc, Tc [which are, for the Van
der Waals model, vc = 3b , pc = 1

27
a
b2 , Tc = 8

27
a
bR ] provide distinguished units.

The corresponding dimensionless quantities are usually called reduced quantities.
In thermodynamics, one usually encounters this latter way of nondimensionalizing
since it can be performed in any model (that has a critical point) as well as for any
real medium (whose critical values are known precisely enough).

As we have seen, all Van der Waals models admit the same nondimensional ther-
mal constitutive relationship.14 When making their caloric constitutive relationship
(which relates specific internal energy e to T and v)

e = f

2
RT − a

v
(18)

nondimensional with these units15 then the result is

ê = f

2
T̂ − 1

v̂
. (19)

One can see that no dimensionful parameters have remained in (19), as expected.
However, we can also observe that there remained a free dimensionless parameter, f .
As a consequence, Van der Waals models with different f prove to be inequivalent
in the dimensionless form: the thermal parts are equivalent while the caloric parts
not. Accordingly, not states (see Footnote 14) but only some of their quantities
may correspond to one another. Different f leads to even qualitatively different
behaviour.16

Here, one can draw a general moral, actually. Namely, just because you made
all your quantities and equations dimensionless, it does not mean that you have

14This universality has led, in thermodynamics, to the “principle of corresponding states”, which
can be used for models and real-life media both, and states the expectation that the reduced thermal
constitutive functions be the same for different models/media. Among Van der Waals models, this
exactly holds, as we have seen. With appropriate care, it can also be used for comparing other
models, and for comparing different real-life media, within some reasonable approximation.
15In case one uses the critical values vc, pc, Tc for nondimensionalization, it is tempting to use ec =
e(Tc, vc) for making e dimensionless—don’t do it. Instead, realize that 〈〈e〉〉 = 〈〈pv〉〉 = 〈〈pcvc〉〉 and
use pcvc as the unit for e. All quantities must be nondimensionalized with respect to the same set

of units. Otherwise you can lose consistency. For example, the relationship ∂e
∂v

∣∣∣
T

= T ∂ p
∂T

∣∣∣
v

− p

(following from the existence of entropy) can be violated at the dimensionless level. (True story!)
16The uncertainty in f has important engineering consequences. Namely, entropy and all other
thermodynamical potentials, and thus all related phenomena, depend on this ambiguity. One such
phenomenon is whether a medium is ‘wet’ or ‘dry’: dry ones are much more advantageous in
turbines. Now, a Van der Waals model with f > 10 turns out to be dry—see Wikipedia: Working
fluid selection (as of 2019-08-21); A. Groniewsky, G. Györke, and A. R. Imre: Description of wet-
to-dry transition in model ORCworking fluids, Applied Thermal Engineering 125 (2017) 963–971;
DOI:https://doi.org/10.1016/j.applthermaleng.2017.07.074.

https://doi.org/10.1016/j.applthermaleng.2017.07.074
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eliminated all free parameters and obtained one universal model.17 You may have
just made the free parameters dimensionless.

Nevertheless, nondimensionalization is useful: we can reduce ourselves to the
essentially free and essentially different parameters.

Finally, some useful formulae: how derivatives can be made dimensionless is
illustrated in the following two examples.

∂ p

∂v

∣∣∣∣
T

= ∂(pu p̂)

∂v

∣∣∣∣
T

= ∂(pu p̂)

∂v̂

∣∣∣∣
T

· dv̂
dv

= pu
∂ p̂

∂v̂

∣∣∣∣
T

· 1

vu
= pu

vu

∂ p̂

∂v̂

∣∣∣∣
T

= pu
vu

∂ p̂

∂v̂

∣∣∣∣
T̂

,

(20)

∂2 p

∂v2

∣∣∣∣
T

= ∂
( ∂ p

∂v

∣∣
T

)

∂v

∣∣∣∣∣
T

= ∂
( pu
vu

∂ p̂
∂v̂

∣∣
T̂

)

∂v

∣∣∣∣∣
T

= ∂
( pu
vu

∂ p̂
∂v̂

∣∣
T̂

)

∂v̂

∣∣∣∣∣
T

· dv̂
dv

= pu
vu

∂
( ∂ p̂

∂v̂

∣∣
T̂

)

∂v̂

∣∣∣∣∣
T̂

· 1

vu
= pu

v2u

∂2 p̂

∂v̂2

∣∣∣∣
T̂

. (21)

17Remember these words when doing fluid dynamics.
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